We study the continuity, smoothing, and convergence properties of Steiner symmetrization in higher space dimensions. Our main result is that Steiner symmetrization is continuous in $W^{1,p}$ ($1 \leq p < \infty$) in all dimensions. This implies that spherical symmetrization cannot be approximated in $W^{1,p}$ by sequences of Steiner symmetrizations. We also give a quantitative version of the standard energy inequalities for spherical symmetrization.

1 Introduction

Steiner symmetrization was invented as a tool for a geometric proof of the isoperimetric inequality. The isoperimetric inequality says that among all bodies of a given volume, the ball has the smallest perimeter; or, in the language of rearrangements, that the perimeter of a body can only decrease under spherical symmetrization. Steiner observed that the perimeter of a body is generally larger than the perimeter of a related body of the same volume which is symmetric at a hyperplane; or, as we would say, that the perimeter of the body decreases under Steiner symmetrization. Since the perimeter strictly decreases under symmetrization unless the body is symmetric at the hyperplane to begin with, it follows that a body which minimizes perimeter for a given volume must be symmetric at all hyperplanes, and hence a ball [Ste].

This simple and convincing argument, however, does not show that a perimeter-minimizing body exists. The problem can be overcome by constructing a sequence of Steiner symmetrizations that approximates spherical symmetrization, and then using continuity of the volume and lower semicontinuity of the perimeter with respect to that convergence [CStu].
In the first half of the century, rearrangements were used to find the optimal shape of a body of a given size in a variety of geometric and physical problems [Bl], [HaLiP], [Lu], [PSz], [R], [S]. In the 1970s, interest in rearrangements was renewed, as mathematicians began to look for geometric proofs of functional inequalities [Be1], [BrLi], [Cr], [FFl], [Li2], [Ma], [Sp], [T2] (see also [Ba], [BuZ], [Ch], [K], [Zi]). Rearrangements were generalized from smooth or convex bodies to measurable sets and to functions in Sobolev spaces [Hi], [T1]. Besides the characterization of the cases of equality of the new, more general rearrangement inequalities [BrotZi], [Ho, Li1], the main technical point was the approximation of spherical symmetrization in function spaces by sequences of simpler rearrangements [BrLiLu], [H].

In this paper, we address two related questions about Steiner symmetrization as a transformation on the Sobolev spaces \( W^{1,p}(\mathbb{R}^{n+1}) \) for \( 1 \leq p < \infty \) and \( n \geq 1 \). First, is it continuous? Secondly, how closely can sequences of Steiner symmetrizations approximate spherical symmetrization? We also discuss some refinements of the standard energy inequalities.

It is well known that Steiner and spherical symmetrization respect \( L^p \) and \( W^{1,p} \) spaces, preserve \( L^p \) norms, decrease \( L^p \) distances, and are smoothing in the sense that they reduce \( W^{1,p} \)-norms and surface areas of graphs [AlLi], [BTa], [BrotZi], [Hi]. (Higher Sobolev spaces are not preserved [K] (see also [DSt])). However, since they are neither linear, nor bounded as transformations on \( W^{1,p} \), nor spatially localized, continuity questions are subtle.

There are two results in the literature concerning the continuity of rearrangements in Sobolev spaces. Coron proved that symmetrization in one space dimension is continuous in \( W^{1,p} \) [Co], and Almgren and Lieb proved that spherical symmetrization in all dimensions higher than one is discontinuous [AlLi]. Clearly, then, symmetrizations along subspaces of dimension greater than one, such as Schwarz symmetrization in dimensions three and above, cannot be continuous either. We resolve the remaining case here: we show that Steiner symmetrization is continuous as a transformation from \( W^{1,p}(\mathbb{R}^{n+1}) \) to itself for all \( n \geq 0 \).

It turns out that the question how well sequences of Steiner symmetrization can approximate spherical symmetrization is closely related to the continuity question. It is well known that the spherical symmetrization of a nonnegative function can be approximated in \( L^p(\mathbb{R}^{n+1}) \) by a sequence of Steiner symmetrizations and rotations [CStu] (for modern proofs see for example [BrLiLu], [BuZ]). The continuity of Steiner symmetrization to-
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... together with the discontinuity result by Almgren and Lieb implies that the approximating sequence will in general not converge in $W^{1,p}$. For sufficiently smooth functions, however, the approximating sequence will converge in $W^{1,p}$.

Even for general functions in $W^{1,p}$, however, sequences of Steiner symmetrizations and rotations can approximate spherical symmetrization remarkably well: Under these sequences, nonnegative functions in $W^{1,p}$ converge to their spherical symmetrizations in $L^p$ (and hence weakly in $W^{1,p}$) in such a way that the angular part of the gradients converges to zero in $L^p$; in other words, the level sets and their perimeters converge to balls and their perimeters.

The smoothing properties of rearrangements play a central role in our proofs. We use a local version, due to Alvino, Trombetti and Lions [AlvTrLio], of the well-known statement that gradient norms cannot increase under the standard rearrangements to show that energy cannot accumulate in small sets under sequences of symmetrizations. Finally, we strengthen the results of Brothers and Ziemer [BrotZi] by finding a lower bound for the difference between the gradient norms of a function and its rearrangement.
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2 Statement of the Results

We begin with some definitions. Let $A$ be a measurable set in $\mathbb{R}^{n+1}$, $n \geq 1$. The spherical symmetrization, $A^*$, of $A$ is the open ball centered at the origin which has the same Lebesgue measure as $A$. To define Steiner symmetrization, we write points in $\mathbb{R}^{n+1}$ as pairs $(z, y)$ with $z \in \mathbb{R}$ and $y \in \mathbb{R}^n$. The Steiner symmetrization, $SA$, of $A$ is the set whose one-
dimensional cross sections parallel to the $z$-axis are centered open intervals whose lengths equal the measures of the corresponding cross sections of $A$. In short, if the cross section

$$A(y) := \{ x \in \mathbb{R} \mid (x, y) \in A \}$$

has finite measure, we set

$$(SA)(y) = (A(y))^*,$$

where $^*$ denotes symmetrization of the cross section in $\mathbb{R}$; if $A(y)$ is not measurable or does not have finite measure, the corresponding cross section of $SA$ is defined to be $\mathbb{R}$.

Assume that $f$ is a function whose level sets

$$E(h) := \{ x \in \mathbb{R}^n \mid f(x) > h \}$$

have finite measure for all positive heights $h$. We say that another function, $g$, is a rearrangement of $f$, or equimeasurable with $f$, if almost all level sets of $g$ have the same measure as the corresponding level sets of $f$, that is, if $f$ and $g$ have the same distribution function

$$\rho(h) := |E(h)|.$$\hspace{1cm} (2.1)

We define the spherical symmetrization $f^*$ and the Steiner symmetrization $Sf$ of $f$ using the layer-cake representation

$$f(x) = \int X_{E(h)} \, dh;$$\hspace{1cm} (2.2)

that is, we set

$$f^*(x) = \int X_{E(h)^*} \, dh, \quad Sf(x) = \int X_{SE(h)} \, dh.$$\hspace{1cm} (2.3)

By definition, $f^*$ and $Sf$ are equimeasurable with $f$. We will often define a slice of a function $f$ between two heights $h_1 < h_2$ by

$$\hat{f}(x) := \left( \min\{ f(x), h_2 \} - h_1 \right)_+. $$\hspace{1cm} (2.4)

If $f$ is in $W^{1,p}$, so is $\hat{f}$; it is bounded by $h_2 - h_1$, and vanishes outside a set of finite measure. By definition, $f^* = (\hat{f})^*$, and $Sf = S\hat{f}$.

We say that a nonnegative measurable function $f$ vanishes at infinity, if all level sets at positive heights $h$ differ from bounded sets by sets of measure zero. We will need this assumption for our convergence results.

As mentioned in the introduction, Steiner symmetrization preserves $L^p$-norms and acts as a contraction on $L^p$ for all positive $p$. Integrals of convex functionals of $|\nabla f|$ never increase under Steiner symmetrization; in particular, $W^{1,p}$ norms of functions $(1 \leq p \leq \infty)$, surface areas of graphs, and
perimeters of sets can only decrease. However, since Steiner symmetrization is not a linear transformation, these statements imply nothing about continuity with respect to gradient norms — and, indeed, spherical symmetrization, which shares all these properties, is discontinuous as a transformation on $W^{1,p}$ in any dimension greater than one [AlLi]. Our main result is the following Theorem 1.

**Theorem 1 (Continuity).** Steiner symmetrization is continuous in $W^{1,p}(\mathbb{R}^{n+1})$ for $1 \leq p < \infty$ in all dimensions $n \geq 1$. That is, for every sequence of nonnegative functions

$$f_k \to f \text{ in } W^{1,p} \implies S f_k \to S f \text{ in } W^{1,p}.$$

The key to the proof of Theorem 1 is the observation that Steiner symmetrization preserves the measure of the set of critical points (see Lemma 4.3 and Corollary 4.5) — in contrast with spherical symmetrization in dimensions two and above, which, in general, shrinks the set of critical points.

Almgren and Lieb proved that spherical symmetrization is discontinuous at a function $f$ precisely if the set of critical points of $f^*$ has smaller measure than the set of critical points of $f$ [AlLi]. Such functions form a dense subspace of $W^{1,p}$ in all dimensions greater than one; however, spherical symmetrization is continuous at sufficiently smooth functions and at radial functions.

In view of the discontinuity result of Almgren and Lieb and the continuity statement of Theorem 1, it is natural to suspect that spherical symmetrization cannot be approximated in the strong $W^{1,p}$-topology by a sequence of Steiner symmetrizations and rotations. The following theorem confirms this suspicion.

**Theorem 2 (Approximation of spherical symmetrization by Steiner symmetrizations).** Let $f$ be a nonnegative function in $W^{1,p}(\mathbb{R}^{n+1})$ that vanishes at infinity. There exists a sequence of successive Steiner symmetrizations and rotations $\{f_k\}_{k \geq 0}$ of $f$ which approximates $f^*$ in $W^{1,p}$, if and only if spherical symmetrization is continuous at $f$.

In spite of Theorem 2, sequences of Steiner symmetrizations can approximate spherical symmetrization quite well. For instance, the angular component of the gradient converges to zero.

**Theorem 3 (Convergence of the angular component of the derivative).** Let $f$ be a nonnegative measurable function in $W^{1,p}(\mathbb{R}^{n+1})$ for some $n > 1$
and \( p \geq 1 \). Assume that \( f \) vanishes at infinity. There exists a sequence of functions \( \{f_k\}_{k \geq 0} \) which is constructed from \( f \) by a sequence of Steiner symmetrizations and rotations so that

\[
\left\| \frac{\nabla f_k}{p} - \frac{\partial f_k}{\partial r} \right\|_p \to 0 \quad (n \to \infty).
\]

Theorem 3 is equivalent to the statement that the level sets of \( f \) converge to balls in such a way, that also their perimeters converge to the perimeters of the corresponding balls (see Proposition 7.1). In other words, for bounded measurable sets, the approximation of spherical symmetrization by a sequence of Steiner symmetrizations is as good as one may hope for.

We begin the main part of the paper in section 3 with a discussion of the smoothing properties of Steiner and spherical symmetrization. Proposition 3.1 says that these symmetrizations never increase the average energy density in a set of a given size. This is a useful reformulation of the standard energy inequalities. We use it in the proofs of all three theorems to show convergence of sequences of functions constructed by rearrangements; it serves as a substitute for a majorizing function in Lebesgue's dominated convergence theorem.

In section 4, we develop our principal tool for the proof of Theorem 1, a distribution function, and study its properties. We pay special attention to the effect of Steiner symmetrization on sets where partial derivatives vanish. In Corollary 4.5 we show that the set of critical points does not shrink under Steiner symmetrization. At the beginning of the section, we explain how the work of Almgren and Lieb [AlLi] motivates our approach. Proposition 4.1 gives a quantitative version of the strict rearrangement inequality for convex gradient integrals proved by Brothers and Ziemer [BrotZi]. The first half of the paper ends with the proof of Theorem 1 in section 5. Our proof strongly relies on Coron's continuity result for symmetrization in one dimension [Co].

We then turn to the approximation results. We begin section 6 by combining Theorem 1 with the discontinuity result of Almgren and Lieb (or alternately Corollary 4.5 with Proposition 4.1) to show that, in general, the spherical symmetrization cannot be approximated by Steiner symmetrizations. This establishes the "only if" part of Theorem 2. We also show that a sequence which approximates the spherical rearrangement of a given function must certainly satisfy the conclusions of Theorem 3 and Proposition 7.1, that is, the angular derivative converges to zero, and the perimeter of every level set converges to the perimeter of a ball. We also give some notation and define the sequences of Steiner symmetrizations and rotations that we use in the following two sections. In section 7, we prove Theorem 3
and related statements about $W^{1,1}$-norms and perimeters of level sets. We conclude with the proof of Theorem 2 in section 8.

3 Smoothness Properties

Proposition 3.1 is a local version of the well-known fact that gradient norms cannot increase under symmetrization. It was first proved in a more general form by Alvino, Trombetti, and Lions [AlvTrLio].

**Proposition 3.1 (Local smoothing property).** Let $f$ be a nonnegative function in $W^{1,p}(\mathbb{R}^n)$ (where $1 \leq p < \infty$, and $n \geq 1$), and let $Sf$ and $f^*$ be the Steiner and spherical symmetrizations of $f$. For every $\epsilon > 0$ and every convex function $F$ with $F(0) = 0$, $F(z) \geq 0$ for $z \geq 0$, we have the inequalities

$$\sup_{|E| \leq \varepsilon} \int_E F(|\nabla f^*(x)|) \, dx \leq \sup_{|E| \leq \varepsilon} \int_E F(|\nabla S f(x)|) \, dx \leq \sup_{|E| \leq \varepsilon} \int_E F(|\nabla f(x)|) \, dx,$$

where $|E|$ denotes the Lebesgue measure of $E$. In particular, if the integral on the right is finite, then the other two integrals are also finite.

**Remark.** (i) The usual smoothing statements [BrotZi], [Du], [K] are recovered by taking $\epsilon \to \infty$; note that the integrals are infinite unless $F(0) = 0$. The choices $F(z) = z^p$ and $F(z) = \sqrt{1+z^2} - 1$ give the statements that $W^{1,p}$-norms and surface areas can only decrease under symmetrization.

(ii) Alvino, Trombetti, and Lions showed in Proposition 2.1 of [AlvTrLio] that inequality (3.1) is in fact equivalent to the standard global energy inequalities.

**Proof.** Following Ahlfors [A] and Baernstein and Taylor [BTa], we define a simple rearrangement $Tf$ of a measurable function $f$. Fix a hyperplane $H$ that does not pass through the origin. Denote the half-space containing the origin by $H^+$, the other half space by $H^-$, and let $\mathcal{R}$ be the reflection at the hyperplane. Set

$$Tf(x) := \begin{cases} \max \{f(x), f(\mathcal{R}x)\} & \text{if } x \in H^+ \\ \min \{f(x), f(\mathcal{R}x)\} & \text{if } x \in H^- \end{cases}$$

Then it is easy to see that

$$\sup_{|E| \leq \varepsilon} \int_E F(|\nabla Tf(x)|) \, dx = \sup_{|E| \leq \varepsilon} \int_E F(|\nabla f(x)|) \, dx,$$
in fact, $|\nabla Tf|$ and $|\nabla f|$ are equimeasurable. This rearrangement appears under many names in the literature \cite{A,BT,Be2,BoLe,BroSo,FrFu,HaLitP,So}; we will refer to it as the \textit{two-point rearrangement of $f$} at the hyperplane $H$. The two-point rearrangements of a nonnegative function $f$ in $W^{1,p}$ at a suitable sequence of hyperplanes converge to the spherical symmetrization $f^*$ strongly in $L^p$, and weakly in $W^{1,p}$ \cite{BT} (see also \cite{BroSo,So}). Similarly, the two-point rearrangements at a suitable sequence of parallel hyperplanes converge to the Steiner symmetrization $S f$.

To show the inequality for $f^*$, fix $\varepsilon > 0$, and let $E$ be a set for which the supremum on the left-hand side of (3.1) is achieved, and consider the restriction of the sequence of rearranged functions to $E$. Since the functional

$$ f \mapsto \int_E F(|\nabla f(x)|)dx $$

is convex because $F$ is convex and nondecreasing by assumption, it is lower semicontinuous, and the claim follows from (3.2).

It follows immediately from Proposition 3.1 that for every sequence $\{f_k\}$ obtained from a function $f$ in $W^{1,p}$ by a sequence of Steiner symmetrizations and rotations, we have

$$ \int |\nabla f_k|^p \mathcal{H} |\nabla f_k| > M)dx \leq \sup_{|E| \leq \|\nabla f_k\|_p/M} \int_E |\nabla f_k|^p dx \to 0 \quad (M \to \infty) $$

uniformly in $k$. Note that this property is certainly necessary for a sequence to converge in $W^{1,p}$: If $\{g_k\}_{k \geq 0}$ is a sequence of nonnegative functions in $L^p(\mathbb{R}^d)$, then

$$ \sup_{|E| \leq \varepsilon} \int_E (g_k(x))^p dx = \int_{E^*} (g_k^*(x))^p dx \to 0 \quad (\varepsilon \to 0), $$

by the convergence of the sequence $\{g_k^*\}_{k \geq 0}$ in $L^p$. Here $g_k^*$ is the spherical symmetrization of $g_k$, and $E^*$ is the centered ball of measure $\varepsilon$.

The following Lemma 3.2 will be used several times in the proof of the continuity and convergence results. We only state it for Steiner symmetrization, but it holds equally for spherical symmetrization and any rearrangement that can be obtained as a limit of two-point rearrangements in $L^p$. The lemma is motivated by Theorems 7.2 and 7.5 of Almgren and Lieb \cite{AlLi}, which correspond to the special case with $f_k = f_k^*$. We prove it simply as a corollary of Proposition 3.1.

**Lemma 3.2 (Equivalence of norms).** Let $f_k$ ($k \geq 0$) and $g$ be nonnegative functions in $W^{1,p}(\mathbb{R}^n)$ ($1 \leq p < \infty$). Assume that each function $f_k$ is the
result of a (finite or \(L^p\)-convergent) sequence of Steiner symmetrizations and rotations of a function \(\tilde{f}_k\), and let \(g\) be a measurable function with gradient \(\nabla g\). Then
\[
\begin{align*}
\tilde{f}_k &\to \tilde{g} \quad \text{in } W^{1,p} \\
f_k &\to g \quad \text{in measure} \\
\nabla f_k &\to \nabla g \quad \text{pointwise a.e.}
\end{align*}
\]
\[
\implies f_k \to g \quad \text{in } W^{1,p}.
\]

In particular, convergence in \(W^{1,q}\) for some \(q\) implies convergence in \(W^{1,p}\).

**Proof.** If functions and their gradients are uniformly bounded and vanish outside a set of finite measure, the conclusion holds by dominated convergence.

In general, fix \(0 < h_1 < h_2\), let \(B\) be the set where \(g > h_1/2\), and write each function \(f_k\) as the sum of three slices
\[
f_k = \min\{f_k, h_1\} + (\min\{f_k, h_2\} - h_1)_+ + (f_k - h_2)_+,
\]
and similarly for \(g\). The bottom and top slices are small in \(W^{1,p}\) uniformly in \(k\) for \(h_1\) small, \(h_2\) large enough, because the \(f_k\) are equimeasurable with the \(\tilde{f}_k\) which form a convergent sequence in \(W^{1,p}\) by assumption.

The restrictions of the middle slices to \(B\) converge in \(L^p\) by dominated convergence. The restrictions of the middle slices to the complement of \(B\) converge to zero in measure, and hence in \(L^p\).

Similarly, the sequence of truncated gradients
\[
\nabla f_k \chi_{\{|\nabla f_k| < M\}} \chi_B
\]
covers in \(L^p\). By Proposition 3.1, the error term satisfies
\[
\| \nabla f_k \chi_{\{|\nabla f_k| > M\}} \|_p \leq \sup_{|E| \leq \|\nabla f_k\|_p \cdot M} \int_E |\nabla f_k|^p \, dz \\
\leq \sup_{|E| \leq \|\nabla f_k\|_p \cdot M} \int_E |\nabla \tilde{f}_k|^p \, dz,
\]
which converges to zero uniformly in \(k\) as \(M \to \infty\) by equation (3.3). Again, the contribution of the middle slices outside \(B\) is small if \(k\) is large enough by Proposition 3.1 and equation (3.3).

**4 Distribution Functions**

In preparation for the proof of Theorem 1, we recall the techniques developed by Almgren and Lieb in their proof of the discontinuity of spherical
symmetrization on $W^{1,p}$ [AlLi]. By definition, the spherical symmetrization of a function is determined by its distribution function (2.1). The properties of spherical symmetrization in $L^p$ are easily understood from the layer-cake decompositions (2.2) and (2.3). However, it is not so easy to use information about the level sets to answer questions concerning the gradient. The principal tool for such questions is the co-area formula, which says that for every measurable function $g$,
\[
\int_0^\infty \int_{\partial E(h)} g \, ds \, dh = \int_{\mathbb{R}^n} g(\nabla f) \, dz,
\]
where $dz$ denotes integration in $\mathbb{R}^n$, and $ds$ integration with respect to $n - 1$-dimensional Hausdorff measure on the boundary of the level set of $f$ at height $h$. In the general co-area formula ([F, Theorem 4.5.9]), which holds for functions of bounded variation, the domain of the inner integral is $\{ x \in \mathbb{R}^n \mid \lambda(x) \leq h \leq \mu(x) \}$, where $\lambda(x)$ and $\mu(x)$ are the upper and lower approximate limits of $f$ at $x$. We argue as Brothers and Ziemer (see [BrotZi, Section 2]), that, since for $f$ in $W^{1,p}$ the approximate limits $\lambda$ and $\mu$ differ only on a set of measure zero, we may integrate instead over $\partial E(h)$ (or, alternately, over $f^{-1}(h)$) if we choose $f$ to coincide with $\lim_{t \to 0} |B_t|^{-1} \int_{B_t(x)} f(x') \, dx'$.

It follows with monotone convergence that
\[
\int_0^\infty \int_{\partial E(h)} g(\nabla f)^{-1} \, ds \, dh = \lim_{\varepsilon \to 0} \int_0^\infty \int_{\partial E(h)} g(\nabla f + \varepsilon)^{-1} \, ds \, dh
\]
\[
= \int_{\mathbb{R}^n} g(\chi_{f \neq 0}) \, dz.
\]
Note that the co-area formula gives no information about the values of $g$ on the set of critical points of $f$.

Since the distribution function of $f$ is a nonnegative nonincreasing function, it defines a positive measure on $\mathbb{R}^n$. Almgren and Lieb write the distribution function as a sum of three parts: The co-area distribution function
\[
\rho_{\text{reg}}(h) := \left| \{ x \in \mathbb{R}^n \mid f(x) > h, \nabla f(x) \neq 0 \} \right|
\]
is the contribution of the set of regular points of $f$ to the distribution function. It is always absolutely continuous with respect to Lebesgue measure. The name is motivated by the formula
\[
\rho_{\text{reg}}(h) = \int_h^\infty \int_{\partial E(h')} |\nabla f|^{-1} \, ds \, dh'.
\]
The contribution of the critical points, the residual distribution function
\[
\rho_{\text{crit}}(h) := \left| \{ x \in \mathbb{R}^n \mid f(x) > h, \nabla f(x) = 0 \} \right|
\]
is split into a singular component which grows on a set of measure zero whose pre-image has positive measure, and an absolutely continuous component which corresponds to the part of the set of critical values that is smeared out continuously over the heights. Spherical symmetrization is discontinuous at those functions whose residual distribution function contains an absolutely continuous component; these functions are called co-area irregular. Functions where spherical symmetrization is continuous are called co-area regular.

Sufficiently smooth functions are always co-area regular, because their critical values form a set of measure zero by the Morse-Sard-Federer theorem. The required smoothness, however, depends on the dimension. Functions of a single variable and radial functions in $W^{1,p}$ are always co-area regular (hence Coron’s continuity result for $n = 1$), but for $n > 1$, co-area irregular functions are dense in $W^{1,p}(\mathbb{R}^n)$. Note that the co-area and residual distribution functions may change under equimeasurable rearrangements, even though the distribution function and its absolutely continuous and singular components are preserved. Spherical symmetrization is discontinuous at co-area irregular functions because it removes the critical points that produce the absolutely continuous component of the residual distribution function.

We illustrate the role of the different distribution functions with a variation of a sharp rearrangement result by Brothers and Ziemer ([BrotZi, Theorem 1.1]).

**Proposition 4.1 (Quantitative rearrangement inequality for convex gradient integrals).** Let $F$ be a strictly convex nonnegative function on $\mathbb{R}^+$ with $F(0) = 0$. For every function $f$ in $W^{1,p}$, equality in

$$\int F(\|\nabla f\|)dx \geq \int F(\|\nabla f^*\|)dx$$

implies that $f$ is co-area regular, and that the level sets of $f$ at almost all heights are balls. In particular, we have for $F(z) = z^p$

$$\|\nabla f\|_p - \|\nabla f^*\|_p \geq \int_0^\infty \frac{\sigma(h)^p}{|d/h \rho_{\text{reg}}(h)|^{p-1}} - \frac{\sigma^*(h)^p}{|d/h \rho(h)|^{p-1}} \, dh,$$

and for $F(z) = \sqrt{1 + z^2} - 1$ ($1 \leq p \leq 2$)

$$\Psi(f) - \Psi(f^*)^p \geq \int_0^\infty \left( \sqrt{\sigma(h)^2 + (d/h \rho_{\text{reg}}(h))^2} - |d/h \rho_{\text{reg}}(h)| \right)^p \, dh - \left( \sqrt{\sigma^*(h)^2 + (d/h \rho(h))^2} - |d/h \rho(h)| \right) \, dh.$$
Here, $\sigma(h)$ and $\sigma^*(h)$ are the perimeters of the level sets of $f$ and $f^*$ at $h$, the distribution function $\rho$ and $\rho_{\text{reg}}$ are defined by (2.1) and (4.2), and $\Psi(f) = \int F(|\nabla f|) \, dz$ is a substitute for the $W^{1,1}$-norm.

Proof. With the co-area formula, we write

$$
\int F(|\nabla f|) \, dz = \int_0^\infty \int_{\partial B(h)} F(|\nabla f|) |\nabla f|^{-1} \, ds \, dh.
$$

where $G(z) = z F(z^{-1})$ is positive, strictly convex, and decreasing, and $F(z) = z G(z^{-1})$. Jensen's inequality gives

$$
\int_{\partial B(h)} G(|\nabla f|^{-1}) \, ds \geq \sigma(h) G\left(\sigma(h)^{-1} \int_{\partial B(h)} |\nabla f|^{-1} \, ds\right)
$$

$$
= \sigma(h) G\left(\sigma(h)^{-1} (d/dh \rho_{\text{reg}}(h))\right)
$$

$$
\geq \sigma^*(h) G\left(\sigma^*(h)^{-1} (d/dh \rho(h))\right),
$$

where we have used (4.3) in the second line. The last inequality follows with the monotonicity and convexity properties of $G$ from $\sigma^*(h) \leq \sigma(h)$ (with equality only if the level set of $f$ at $h$ is a ball), and $|d/dh \rho_{\text{reg}}(h)| \leq |d/dh \rho(h)|$ (with equality for almost all $h$ only if $f$ is co-area regular). The claim follows since $f^*$ produces equality in Jensen's inequality. \qed

In the proof of Theorem 1, we adapt the approach of Almgren and Lieb to Steiner symmetrization. Let $f$ be a function on $\mathbb{R}^{n+1}$ with arguments $(x, y)$, where $x \in \mathbb{R}$, and $y \in \mathbb{R}^n$. We view the Steiner symmetrization as the symmetrization of the family of one-dimensional cross sections $f(\cdot, y)$ parameterized by the transverse coordinate $y$. The relevant distribution function is

$$
\tilde{\rho}(y; h) = |\{z \in \mathbb{R} \mid f(x, y) > h\}|,
$$

where $|\cdot|$ denotes Lebesgue measure in $\mathbb{R}$; the Steiner symmetrization of $f$ is determined by $\tilde{\rho}$. In other words, any property of $f$ that can be formulated in terms of $\tilde{\rho}$ is preserved under Steiner symmetrization. We will frequently use the one-dimensional analogue of (4.1)

$$
(4.5) \quad \int_0^\infty \sum_{f(\xi, y) = h} g(\xi, y) = \int_\mathbb{R} g(x, y) \chi(\partial f(x, y) \neq 0) \, dx.
$$

Since for each fixed $y$, the distribution function $\tilde{\rho}(\cdot, y)$ is a nonincreasing function, it defines a positive measure on $\mathbb{R}^+$. We decompose this measure into a part that is absolutely continuous with respect to Lebesgue measure,
and a singular part which is supported on the critical values of \( f(\cdot, y) \). In contrast with the decomposition by Almgren and Lieb, this decomposition depends only on the distribution function \( \tilde{\rho} \), and is accordingly preserved by Steiner symmetrization. We will see in section 5 that the difficulty in proving continuity of Steiner symmetrization is concentrated on the support of the singular part of the measure. We describe this support in the following two lemmas.

**Lemma 4.2 (Critical values).** Let \( f \) be a nonnegative function in \( W^{1,p}(\mathbb{R}) \), and let \( \mu^s \) be the singular part of the measure induced by its distribution function \( \rho \) on \( \mathbb{R}^+ \). Then, for every Borel set \( B \),

\[
\mu^s(B) = \left| \left\{ x \in f^{-1}(B) \mid d/dx f(x) = 0 \right\} \right| = \left| f^{-1}(B \cap C) \right|,
\]

where \( C \) is the support of the singular measure \( \mu^s \).

**Remark.** (i) We will often refer to \( C \) as the set of critical values of \( f \). Note that the usual definition as the image of the set of critical points makes sense only for differentiable functions.

(ii) The co-area regular functions on \( \mathbb{R}^n \) are characterized by the analogous property that

\[
\mu^s(B) = \left| \left\{ x \in f^{-1}(B) \mid \nabla f(x) = 0 \right\} \right| = \left| f^{-1}(B \cap C) \right|
\]

for all Borel sets \( B \), where \( C \) is the support of the singular part of the measure induced by the distribution function of \( f \).

**Proof.** The claim follows immediately from two facts: a) The critical values form a Borel set of measure zero by the Morse-Sard-Federer theorem ([F, Theorem 3.4.3]); b) The derivative of a continuously differentiable function in \( W^{1,p} \) vanishes almost everywhere on the inverse image of a set of measure zero ([AlLi, Theorem 3.1]; see also [LiLo, Theorem 6.19]).

The essential step in our proof of Theorem 1 will be to understand the transverse derivatives \( \nabla_y f \) on the set where \( \partial f/ \partial x \) vanishes. It is easy to see that the transverse derivatives are constant almost everywhere on a set where \( f(\cdot, y) \) is constant, that is, for almost all \( y \in \mathbb{R}^n \), the set

\[
\left\{ (x, x') \mid f(x, y) = f(x', y), \ \nabla_y f(x, y) \neq \nabla_y f(x', y) \right\}
\]

has measure zero, because the gradient of \( F(x, x', y) = f(x, y) - f(x', y) \) vanishes almost everywhere on \( F^{-1}(0) \). In the proof of Theorem 1, we will need the following stronger version of this observation.

**Lemma 4.3 (Key lemma).** Let \( f \) be a nonnegative function in \( W^{1,p}(\mathbb{R}^{n+1}) \), \( B \) a Borel set in \( \mathbb{R} \), and \( C_1 \) and \( C_2 \) disjoint Borel sets in \( \mathbb{R}^n \). For each
\( y \in \mathbb{R}^n \), define two measures on \( \mathbb{R}^+ \) by
\[
\mu_1(y, B) := \left\{ x \in \mathbb{R} \mid f(x, y) \in B, \nabla_y f(x, y) \in C_1 \right\}
\]
\[
\mu_2(y, B) := \left\{ x \in \mathbb{R} \mid f(x, y) \in B, \nabla_y f(x, y) \in C_2 \right\}
\]
where \( \nabla_y f \) consists of the last \( n \) components of the gradient of \( f \), and let \( \mu_1^s(y) \) and \( \mu_2^s(y) \) be the singular parts of these measures. Then, for almost all \( y \), \( \mu_1^s(y) \) and \( \mu_2^s(y) \) are mutually singular.

**Proof.** The idea is that the map \( (x, y) \rightarrow (f(x, y), y) \) transforms a neighborhood of a point where \( \partial f / \partial x = 0 \) into a set that has a hyperplane as a tangent space. The hyperplane is determined by the transverse derivative of \( f \). Two such hyperplanes can meet at more than a point only if the transverse derivatives coincide.

Taking countable intersections and unions, we may assume that \( C_1 \) and \( C_2 \) are disjoint coordinate half-spaces. Integrating out \( n - 1 \) variables, we may also assume that \( n = 1 \), so that
\[
\mu_1(y, B) := \left\{ x \in \mathbb{R} \mid f(x, y) \in B, \partial f / \partial y > \alpha \right\}
\]
\[
\mu_2(y, B) := \left\{ x \in \mathbb{R} \mid f(x, y) \in B, \partial f / \partial y < \beta \right\}
\]
with \( \alpha > \beta \). We consider only the case \( \alpha = 1, \beta = -1 \). The general case follows by scaling and changing \( f(\cdot, y) \) to \( f(\cdot, y) + \gamma y \) with a constant \( \gamma \).

We will show that the measures defined on \( \mathbb{R}^2 \) by
\[
\mu_1^s(B) := \int_{\mathbb{R}} \mu_1^s(y, B(y))dy, \quad \mu_2^s(B) := \int_{\mathbb{R}} \mu_2^s(y, B(y))dy
\]
are mutually singular. Here, \( B \) is a measurable set in \( \mathbb{R}^2 \), and \( B(y) \) is its cross section at \( y \). In general, two measures \( \mu_1 \) and \( \mu_2 \) are mutually singular, if their overlap
\[
\mu_1 \wedge \mu_2 := \inf_{\cup B_i = \mathbb{R}} \sum_i \min \{ \mu_1(B_i), \mu_2(B_i) \}
\]
vanishes (the infimum is taken over all finite disjoint unions). In our special case, we have
\[
\mu_1^s \wedge \mu_2^s = \int \mu_1^s(y) \wedge \mu_2^s(y)dy.
\]

Assume for the moment that \( f \) is continuously differentiable. Then the sets
\[
D_1 := \{(x, y) \in \mathbb{R}^2 \mid \partial f / \partial y f(x, y) > 1 \}
\]
\[
D_2 := \{(x, y) \in \mathbb{R}^2 \mid \partial f / \partial y f(x, y) < -1 \}
\]

are open. We can cover $D_1$ and $D_2$ with countably many closed squares that satisfy the following compatibility condition: Any pair of squares can be subdivided into a finite number of smaller squares, so that the projections of each pair of smaller squares to the $y$-axis either coincide, or intersect in at most one point. (Such a covering can be constructed with dyadic subdivisions of a fixed grid on $\mathbb{R}^2$.)

We will show that the singular part of the measures induced by the restrictions of $f$ to any pair of squares $Q_1 \subset D_1$ and $Q_2 \subset D_2$ are mutually singular. This will prove the claim when $f$ is continuously differentiable.

Let $Q_1$ and $Q_2$ be a pair of squares from the covering of $D_1$ and $D_2$ that have the same projection to the $y$-axis. (For pairs of squares whose projections intersect in at most one point there is nothing to show.) By Lemma 4.2, the singular parts of the measures induced by the restrictions of $f$ to $Q_1$ and $Q_2$ are just the measures induced by the restrictions of $f$ to the subsets $Q_1^s$ and $Q_2^s$, respectively, on which $\partial f/\partial x$ vanishes.

Fix $\epsilon > 0$. Since $Q_1^s$ and $Q_2^s$ are compact, we can bound $|\partial f/\partial x|$ in a $\delta$-neighborhood of $Q_1^s$ and $Q_2^s$ by $\epsilon$ if $\delta$ is small enough. We cut the squares $Q_1$ and $Q_2$ into vertical strips of equal height $\delta$. Fix a pair of such strips, one in $Q_1$, and one in $Q_2$. By definition of $Q_1$ and $Q_2$, the images of these strips under $(x, y) \mapsto (y, f(x, y))$ satisfy the hypotheses of Lemma 4.4 proved below. If the intersection of the image strips contains a point $(y_0, h)$ where $y$ is a critical value for the restriction of $f(\cdot, y_0)$ to the strip in $Q_1$ as well as for the restriction to the strip in $Q_2$, then, by our choice of $\delta$, the width of the image strips at $y_0$ is at most $\epsilon \delta$. By Lemma 4.4, two strips can intersect only for $y$ in an interval of length at most $\epsilon \delta$. The contribution of any pair of strips at a given $y$ to the overlap $\mu_1^s(y) \land \mu_2^s(y)$ is at most $\delta$. Hence, that the total contribution of the strips to $\mu_1^s \land \mu_2^s$ is at most $\epsilon \delta^2$. If the intersection of the image strips contains no such point, then the two strips do not contribute to $\mu_1^s \land \mu_2^s$ by Lemma 4.2. Summing over the strips, we see that the contribution of $Q_1$ and $Q_2$ to the overlap is bounded above by $\epsilon l^2$, where $l$ is the side length of $Q_1$ and $Q_2$. This completes the proof for differentiable $f$.

To finish the proof for general $f \in W^{1,p}$, note that for any $\epsilon > 0$, we can find a continuously differentiable function $\tilde{f}$ that differs from $f$ on a set of measure less than $\epsilon$ (see [F, Theorem 3.1.16]). The measures $\tilde{\mu}_1^s$ and $\tilde{\mu}_2^s$ induced by $\tilde{f}$ differ from $\mu_1^s$ and $\mu_2^s$ by at most $\epsilon$, and the same is true for their overlap. Since $\epsilon$ was arbitrary, the claim is proven. 

**Lemma 4.4 (Intersection of strips).** Let $[a_1(y), b_1(y)]$ and $[a_2(y), b_2(y)]$ be
two families of intervals, where \( a_1(y) - y \) and \( b_1(y) - y \) are monotonically increasing, and \( a_2(y) + y \) and \( b_2(y) + y \) are monotonically decreasing for \( y \) in a given interval. Then \([a_1(y), b_1(y)]\) and \([a_2(y), b_2(y)]\) intersect for \( y \) in an interval of length at most \((b_1(y) - a_1(y)) + b_2(y) - a_2(y))/2\), where \( y_0 \) is any point for which the intersection is not empty.

Proof. We may assume that \( y_0 = 0 \). The intersection is empty unless \( b_2(y) \geq a_1(y) \) and \( b_1(y) \geq a_2(y) \). The monotonicity assumptions imply that for the intersection to be nonempty, we need \( b_2(0) - y \geq a_1(0) + y \) for \( y \geq 0 \), and \( b_1(0) + y \geq a_2(0) - y \) for \( y \leq 0 \). \( \square \)

Lemma 4.3 immediately implies that the set of critical points cannot shrink under Steiner symmetrization.

Corollary 4.5 (Steiner symmetrization preserves the measure of the set of critical points). Let \( f \) be a nonnegative function in \( W^{1,p}(\mathbb{R}^{n+1}) \), and let \( B \) be a Borel set in \( \mathbb{R}^n \). Then
\[
\left| \{ x \in \mathbb{R} | S f(x, y) \in B, \nabla S f(x, y) = 0 \} \right| = \left| \{ x \in \mathbb{R} | f(x, y) \in B, \nabla f(x, y) = 0 \} \right|
\]
for almost all \( y \in \mathbb{R}^n \). In particular, Steiner symmetrization preserves the co-area distribution function \( \mu_{\text{reg}} \) and the residual distribution function \( \mu_{\text{crit}} \) of \( f \) defined by \( \mu_{\text{reg}} \) and \( \mu_{\text{crit}} \).

Proof. Let \( C \) be a Borel set in \( \mathbb{R}^n \), and let \( \mu_C \) be the singular part of the measure induced by the restriction of \( f \) to the set where \( \nabla_y f \in C \). Lemma 4.3 is equivalent to the more general statement that \( \mu_C \) does not change under Steiner symmetrization, that is,
\[
\left| \{ x \in \mathbb{R} | f(x, y) \in B, \partial / \partial z f(x, y) = 0, \nabla_y f(x, y) = 0 \} \right| = \left| \{ x \in \mathbb{R} | S f(x, y) \in B, \partial / \partial z f(x, y) = 0, \nabla_y S f(x, y) = 0 \} \right|
\]
for almost all \( y \). \( \square \)

5 Continuity

Our strategy for the proof of Theorem 1 is to reduce all considerations to calculations with functions of a single variable. We think of the given function \( f(x, y^1, \ldots, y^n) \), its partial derivatives, as well as \( S f \) and its partial derivatives as functions of \( z \) that depend on the parameters \( y = (y^1, \ldots, y^n) \). We use Coron's result to show that the partial derivative in the \( z \)-direction transforms continuously under Steiner symmetrization.
For the partial derivatives in the transverse directions, we find a formula that can be calculated for a fixed value of $y$ directly from the restriction of $f$ and its partial derivatives to the cross section at $y$. At regular points of the restriction of $Sf$ to the cross section, this becomes an explicit formula, and we can easily prove continuity. To understand the behavior at critical points, we use our results from section 4.

Since the Steiner symmetrization of $f$ is defined by rearranging the cross sections $f(\cdot, y)$, the partial derivative $\partial / \partial x Sf(\cdot, y)$ can be calculated from $f(\cdot, y)$ without any information on neighboring cross sections. The formula is

$$
\frac{\partial}{\partial x} Sf(x, y) = 2 \left( \sum_{\xi : f(\xi, y) = f(x, y)} (\partial / \partial x f(\xi, y))^{-1} \right)^{-1},
$$

with the convention that $\partial / \partial x Sf(x, y) = 0$ whenever $\partial / \partial x f(\xi, y) = 0$ for one of the terms in the sum (see [Co]). By the rearrangement inequality for the derivative in one dimension,

$$
\int \left| \frac{\partial}{\partial x} Sf(x, y) \right|^p \, dx \leq \int \left| \frac{\partial}{\partial x} f(x, y) \right|^p \, dx.
$$

In the next lemma, we prove the less obvious fact that also the transverse derivatives $\nabla_y Sf(\cdot, y)$ are determined by the values of $f$ and its partial derivatives on the cross section. Our formula says that, for almost all cross sections $y$, the transverse derivatives of $S$ at a point $(x, y)$ are the averages of the transverse derivatives of $f$ over the set where $f(\cdot, y) = f^*(x, y)$; in other words, it is the expected value of the transverse derivative on the cross section, conditioned on the value of $f$.

**Lemma 5.1 (The transverse derivative of $Sf$).** Let $f$ be a nonnegative function in $W^{1, p}$ with Steiner symmetrization $Sf$. Then

$$
\int \nabla_y Sf(x, y) \chi_{Sf(x, y) \in B} \, dx = \int \nabla_y f(x, y) \chi_{f(x, y) \in B} \, dx
$$

and

$$
\int |\nabla_y Sf(x, y)|^p \chi_{Sf(x, y) \in B} \, dx \leq \int |\nabla_y f(x, y)|^p \chi_{f(x, y) \in B} \, dx
$$

for almost all $y$, and all Borel sets $B \in \mathbb{R}^+$. Moreover, $\nabla_y (Sf)(x, y)$ depends on $x$ only through $f(x, y)$, that is, there exists a function $\alpha : \mathbb{R} \to \mathbb{R}^n$
so that

$$\nabla_y Sf(x, y) = \alpha(y, f(x, y)) \text{ almost everywhere.}$$

Properties (5.2) and (5.4) uniquely determine $\nabla_y Sf$ in $L^p(\mathbb{R}^n)$.

**Proof.** We may again assume that $n = 1$. To show formula (5.2), it is sufficient to consider the case where $B$ is an interval, $B = (h_1, h_2)$ with $0 < h_1 < h_2$. The slice $\tilde{f}$ defined by (2.4) satisfies

$$\int \frac{\partial}{\partial y} \tilde{f}(x, y) dy \frac{d}{d} = \int \frac{\partial}{\partial y} f(x, y) \chi_{(f(x, y) \in B)} dy,$$

and similarly for the rearrangements. But for almost every $y$,

$$\int \frac{\partial}{\partial y} \tilde{f}(x, y) dy = \lim_{\delta \to 0} \int \frac{\tilde{f}(x, y + \delta) - \tilde{f}(x, y - \delta)}{2\delta} dy,$$

which is unchanged under Steiner symmetrization since $Sf(\cdot, y)$ is equimeasurable with $f(\cdot, y)$. Inequality (5.3) holds because $S$ acts as a contraction on $L^p(\mathbb{R})$.

To see the formula (5.4), note that the set where $Sf(\cdot, y)$ takes a given value $h$ consists either of two points, or of two intervals of equal length. If the set consists of two points, (5.4) automatically holds by the reflection symmetry of $Sf$. If the set has positive measure, the transverse derivative $\partial f/\partial y$ is equal to a constant almost everywhere on the set by Lemma 4.3. Inequality (5.3) and identity (5.2) imply that $\partial Sf/\partial y$ on the set where $Sf(\cdot, y) = h$ equals the same constant.

Uniqueness follows from formulas (5.2) and (5.4) by choosing $B$ to be a small interval of the form $(h - \varepsilon, h + \varepsilon)$ and taking the limit $\varepsilon \to 0$. 

As discussed above, the point of Lemma 5.1 is that the transverse derivatives $\nabla_y Sf(\cdot, y)$ can be defined for fixed $y$ using only information on $f(\cdot, y)$ and $\nabla_y f(\cdot, y)$. We introduce new notation to suppress the dependence on $y$. For every $\phi \in W^{1,p}(\mathbb{R})$, define an operator $\mathcal{T}(\phi, \cdot)$ on $L^p(\mathbb{R})$ by

$$\int_{(S(\phi^{-1}(B)))} \mathcal{T}(\phi, \psi)(x) dx = \int_{\phi^{-1}(B)} \psi(x) dx$$

for all Borel sets $B \subset \mathbb{R}^+$, and the requirement that for every $\phi$ and $\psi$ there exists a measurable function $\alpha$ so that

$$\mathcal{T}(\phi, \psi) = \alpha \circ \phi \text{ in } W^{1,p}.$$

By Lemma 5.1, $\mathcal{T}(f(\cdot, y), \partial /\partial y f(\cdot, y))$ coincides with $\partial /\partial y^i Sf(\cdot, y)$ for almost every $y$. By construction, $\mathcal{T}(\phi, \cdot)$ is linear and order-preserving on $L^p$. It is a contraction, because the value of $\mathcal{T}(\phi, \psi)$ on the set where of
\( S_\phi = h \) is a weighted average of the values of \( \psi \) on the set where \( \phi = h \). Moreover, if \( \psi = \alpha \circ \phi \), then \( T(\phi, \psi) = \psi \).

**Lemma 5.2 (Continuity of \( T \)).** The operator \( T \) defined by equations (5.5) and (5.6) has the property that for every pair of sequences \( \phi_k \to \phi \in W^{1,p}(\mathbb{R}) \), \( \psi_k \to \psi \) in \( L^p(\mathbb{R}) \), there exists a subsequence (again denoted by \( (\phi_k, \psi_k) \)) so that
\[
T(\phi_k, \psi_k)x_{(dS_\phi/dx \neq 0)} \to T(\phi, \psi)x_{(dS_\phi/dx \neq 0)} \quad (k \to \infty)
\]
pointwise almost everywhere.

**Remark.** It is not hard to see that the sequence \( \{T(\phi_k, \psi_k)x_{(dS_\phi/dx \neq 0)}\}_{k \geq 0} \) actually converges in \( L^p \). In particular, if the derivative of \( \phi \) vanishes on a set of measure zero, then \( T \) is continuous at \((\phi, \psi)\) for any \( \psi \). If it vanishes on a set of positive measure, then \( T \) is continuous at \((\phi, \psi)\) only if the two functions satisfy certain compatibility conditions. We will use Lemma 4.3 to show that these compatibility conditions are always satisfied if \( \psi \) is the transverse derivative of \( \phi \).

**Proof.** Since \( T(\phi, \cdot) \) is a contraction on \( L^p \), we need to prove only that
\[
T(\phi_k, \psi_k)x_{(dS_\phi/dx \neq 0)} \to T(\phi, \psi)x_{(dS_\phi/dx \neq 0)} \quad (k \to \infty),
\]
where \( \psi \) is a smooth function with compact support. Fix a regular point \( z \) of \( S_\phi \), that is, a point where the derivative is defined and nonzero. Then \( \phi^{-1}(h) \), where \( h = S_\phi(z) \), is discrete. Taking the limit \( \varepsilon \to 0 \) in formulas (5.5) and (5.6) with \( B = (h - \varepsilon, h + \varepsilon) \) gives
\[
T(\phi, \psi)(x) = \left( \sum_{\xi \in \phi^{-1}(h)} (d/d\xi \phi(\xi))^{-1} \right)^{-1} \sum_{\xi \in \phi^{-1}(h)} (d/d\xi \phi(\xi))^{-1} \psi(\xi).
\]
Let \( \xi_1, \ldots, \xi_l \) be the points in \( \phi^{-1}(h) \), and let \( I_1, \ldots, I_l \) be small open intervals containing them. Choose \( \delta \) so small that \( \phi^{-1}(h - \delta, h + \delta) \) is contained in those intervals. For the given sequence \( \{\phi_k\} \) that converges to \( \phi \) in \( W^{1,p} \) as \( k \to \infty \), let \( h_k := S_{\phi_k}(x) \); this converges to \( h \) as \( k \to \infty \). Moreover, by the locally uniform continuity and the locally uniform convergence of the \( \phi_k \), we see that \( \phi_k^{-1}(h_k) \) is contained in the intervals \( I_1, \ldots, I_l \) for \( k \) large enough.

Now we apply Coron’s result that \( S_{\phi_k} \) converges to \( S_\phi \) as \( k \to \infty \). By passing to a subsequence, we may assume that the gradients converge pointwise almost everywhere, and in particular, that almost every regular point of \( S_\phi \) is a regular point of \( S_{\phi_k} \) for \( k \) large enough. Choosing functions
\( \phi_{kj} \in W^{1,p} \) \((j = 1, \ldots, l)\) to coincide with \( \phi_k \) on \( I_j \) and with \( \phi \) on \( I_i \) \((i \neq j)\), and to take values outside \((h-\delta, h+\delta)\) on the complement of the \( I_i \), Coron’s result says that

\[
\left( \sum_{i} \left( \frac{d}{dx} \phi_k(\xi) \right)^{-1} \right)^{-1} \to \left( \sum_{i} \left( \frac{d}{dx} \phi(x_i) \right)^{-1} \right)^{-1} \quad (k \to \infty)
\]

(see formula (5.1)), that is,

\[
\sum_{\xi \in \Phi^{-1}_n(h_i) \cap I_i} \left( \frac{d}{dx} \phi_k(\xi) \right)^{-1} \to \left( \frac{d}{dx} \phi(x_j) \right)^{-1} \quad (k \to \infty).
\]

Since \( \psi \) is continuous by assumption, it follows that

\[
\sum_{\xi \in \Phi^{-1}_n(h_i) \cap I_i} \left( \frac{d}{dx} \phi_k(\xi) \right)^{-1} \psi(\xi) \to \left( \frac{d}{dx} \phi(x_j) \right)^{-1} \psi(\xi_j) \quad (k \to \infty).
\]

This proves pointwise convergence almost everywhere on the set of regular points of \( S\phi \).

**Proof of Theorem 1.** Let \( \{f_k\}_{k \geq 0} \) be a sequence of nonnegative functions on \( \mathbb{R}^{n+1} \) that converges to a function \( f \) in \( W^{1,p} \). We want to show that \( Sf_k \) converges to \( Sf \) in \( W^{1,p} \). Since it is well known that \( Sf_k \) converges to \( Sf \) in \( L^p \) as \( k \to \infty \), we see from Lemma 3.2 that we need to show only that there exists a subsequence along which \( \nabla Sf_k(\cdot, y) \) converges to \( \nabla Sf(\cdot, y) \) pointwise almost everywhere for almost every \( y \). Coron’s continuity result for symmetrization in \( W^{1,p}(\mathbb{R}) \) implies the desired convergence for the partial derivative \( \partial / \partial x Sf(\cdot, y) \) in the direction of symmetrization. To prove the convergence of the transverse partial derivative \( \partial / \partial y^i f(\cdot, y) \), we need to consider only \( x \) and \( y^i \) as variables and may treat the other variables \( y^j \) \((j \neq i)\) as parameters. This shows that Theorem 1 holds for all \( n \geq 1 \) provided it holds for \( n = 1 \).

Assume now that \( n = 1 \), that is, \( f \) is a function on the plane. Lemma 5.2 says that \( \partial / \partial y Sf_k(\cdot, y) \) converges to \( \partial / \partial y Sf(\cdot, y) \) pointwise almost everywhere on the set of regular points of \( Sf(\cdot, y) \). We now turn to the convergence on the set of critical points. We can write with the layer-cake principle

\[
\frac{\partial}{\partial y} f(x, y) = \int_0^\infty X_1(\frac{\partial}{\partial y} f(x, y) > \alpha) - X_1(\frac{\partial}{\partial y} f(x, y) < -\alpha) \, d\alpha
\]

so we need to prove

\[
T(f_k, X_M)\mathcal{X}(\partial S\phi / \partial x = 0) \to T(f, X_M)\mathcal{X}(\partial S\phi / \partial x = 0) \text{ in } L^p \quad (k \to \infty)
\]
where $M$ is a level set of $\partial f/\partial y$. Clearly,

$$0 \leq T(f_k, \chi_M) \leq 1$$

by the properties (5.5) and (5.6). Choose $B$ in (5.2) to be the support of the singular part of the measure induced by the restriction to $M$. Using Lemma 5.1 and Lemma 4.3, which says that this component of the measure is singular with respect to the components induced by the restriction to the complement of $M$, we see that

$$\int T(f(\cdot, y), \chi_M) \chi_{\{f(\cdot) \leq y\}} dx = \int T(f(\cdot, y), \chi_M) \chi_{\{f(\cdot, y) \leq B\}} dx$$

$$= \int \chi_M(x) \chi_{\{f(\cdot, y) \leq B\}} dx$$

$$= |\{x : f(x, y) \leq B\}|,$$

in other words, $T(f(\cdot, y), \chi_M)$ restricted to the set of critical points is a characteristic function. The following Lemma 5.3 with

$$g_k = T(f_k(\cdot, y), \chi_M) \chi_{\{f(\cdot) \leq y\}}$$

completes the proof. \hfill $\Box$

**Lemma 5.3 (Convergence to characteristic functions).** Let $(g_k)_{k \geq 1}$ be a sequence of functions in $L^p(R)$ ($1 \leq p < \infty$) which converges weakly in $L^p$ to a characteristic function $\chi_A$. Assume moreover, that $0 \leq g(x) \leq 1$. Then there exists a subsequence that converges pointwise almost everywhere to $\chi_A$. Equivalently, for all sets $B$ of finite measure, $g_k \chi_B \rightarrow \chi_A \cap B$ strongly in $L^p$.

**Proof.** Weak convergence of $g_k \chi_B$ to $\chi_A \cap B$ implies that

$$\liminf_{k \rightarrow \infty} \int_B (g_k(x))^p dx \geq |A \cap B|,$$

and the other assumption that

$$\limsup_{k \rightarrow \infty} \int_B (g_k(x))^p dx \leq \lim_{k \rightarrow \infty} \int g_k(x) \chi_B(x) dx = |A \cap B|.$$
6 Sequences of Steiner Symmetrizations

We now turn to the problem of approximating spherical symmetrization by a sequence of Steiner symmetrizations. We were led to consider this problem by an argument of Michael Loss [Lo] which showed that the continuity of Steiner symmetrization alone implies that such an approximation is not possible in $W^{1,p}$ for functions at which the spherical rearrangement is discontinuous.

Another argument for the same fact goes as follows. Let $\{f_k\}_{k \geq 0}$ be a sequence of functions obtained from a nonnegative function $f$ in $W^{1,p}$ by a sequence of Steiner symmetrizations and rotations. Since Steiner symmetrization does not change the co-area regular distribution function $\rho_{\text{reg}}$ defined by (4.2), Proposition 4.1 implies that

$$\|\nabla f_k\|_p^p - \|\nabla f^*\|_p^p = \int_0^\infty \frac{\sigma_k(h)^p}{|d/h \rho_{\text{reg}}(h)|^{p-1}} - \frac{\sigma^*(h)^p}{|d/h \rho(h)|^{p-1}} \, dh \geq \int_0^\infty \sigma^*(h)^p \left( \frac{1}{|d/h \rho_{\text{reg}}(h)|^{p-1}} - \frac{1}{|d/h \rho(h)|^{p-1}} \right) \, dh,$$

which is strictly positive if $p > 1$ unless $f$ is co-area regular. (For $p = 1$, we use the convex functional $\Psi$ in place of the norm.) This implies, first, that the spherical rearrangement of a co-area irregular function cannot be approximated by Steiner symmetrizations, and secondly, that it is certainly necessary for convergence of an approximating sequence that the level sets converge to balls.

It is known that most sequences of Steiner symmetrizations and rotations produce sequences of functions that converge to the spherical rearrangement in $L^p$ [M], the only exceptions being those that violate an ergodicity condition. We suspect that, similarly, most sequences should give the convergence properties claimed in Theorems 2 and 3, but, for technical reasons, we will choose sequences of symmetrizations that depend on the function being symmetrized.

We find it convenient to change notation (as compared with section 2). We write points in $\mathbb{R}^{n+1}$ as $z = (z^0, \ldots, z^n) = (z^0, \hat{z})$ with $z^0 \in \mathbb{R}$ and $\hat{z} \in \mathbb{R}^n$, and denote Steiner symmetrization with respect to the coordinate axes by $S^0, \ldots, S^n$. We define a sequence of symmetrizations corresponding to a given sequence of rotations $\{R_k\}_{k \geq 1}$ by

$$S_k := S^n \cdots S^0 R_k.$$  

Let $f$ be a nonnegative measurable function whose level sets have finite
measure. We define a sequence of symmetrizations \( \{f_k\}_{k \geq 0} \) of \( f \) by
\[
(6.2) \quad f_0 = f, \quad f_k = S_k f_{k-1}.
\]
We use the co-area formula to reduce the statements of Theorems 2 and 3 to statements about level sets. If \( A \) is a level set of \( f \), then the corresponding level set of \( f_k \) is determined by
\[
(6.3) \quad A_0 = f, \quad A_k = S_k A_{k-1}.
\]
By construction,
\[
(6.4) \quad S^n \cdots S^0 A = \{ x \in \mathbb{R}^{n+1} \mid |x^0| < \alpha(x^1) \}
\]
for some function \( \alpha \) on \( \mathbb{R}^n \) which is nonnegative, symmetric under reflection through coordinate planes, and nonincreasing in the variables \( (|x_1|, \ldots, |x_n|) \).
If \( A \) is contained in a ball of radius \( R \), then \( \alpha \) is bounded above by \( R \), and has support in the ball of radius \( R \).

It is well known that there are many sequences of rotations for which the sequence of sets defined by (6.3) converges to a ball with respect to both symmetric difference and Hausdorff distance \([H]\). For instance if, for all \( k \), \( R_k \) equals a fixed rotation \( R \) which satisfies the ergodicity condition that together with the reflections at the coordinate hyperplanes it generates a dense subset of the rotation group \( O(n) \), then then there exists for each \( \delta > 0 \) a number \( k_0 \) (which depends only on the ratio \( R/r \)) so that for every subset \( A \) of the ball of radius \( R \),
\[
(6.5) \quad B_{r(1-\delta)} \subset A \subset B_{r(1+\delta)}
\]
for all \( k \geq k_0 \). Here, \( r \) denotes the radius of the ball equimeasurable with \( A \).

Similarly, it is clear that for \( f \in W^{1,p} \), the sequence \( \{f_k\} \) is bounded, and hence has a subsequence that converges weakly in \( W^{1,p} \). If we pick the sequence of rotations so that \( f_k \) converges to \( f^* \) in \( L^p \), the weak \( W^{1,p} \)-limit must be \( f^* \). Another consequence of the \( L^p \)-convergence is the following lemma.

**Lemma 6.1.** Let \( f \) be a nonnegative function in \( L^p \), and let \( \{f_k\}_{k \geq 0} \) be a sequence of rearrangements of \( f \) so that the level sets of \( f_k \) converge to the level sets of \( f^* \) in the sense of (6.5). Let \( F \) be a Borel measurable function for which \( \int F(f)dx \) is finite. Then
\[
F(f_k) \to F(f^*) \quad \text{in} \quad L^1 \quad (k \to \infty).
\]

**Proof.** Decomposing \( F \) into its positive and negative parts and using the layer-cake principle, we see that it is sufficient to prove that
\[
(6.6) \quad f_k^{-1} (B) \to f^*^{-1} (B) \quad \text{in symmetric difference} \quad (k \to \infty)
\]
for all Borel sets $B$. Our assumption on the convergence of the level sets implies that (6.6) holds for intervals $B = (a, b]$; it holds for the complement of a set if it holds for the set, and it holds for unions of chains of sets by monotone convergence. Hence it holds for the algebra of finite unions of intervals and their complements. We extend (6.6) to all Borel sets with the monotone class theorem (see, for example, Theorem 1.3 in [LiLo]).

**Lemma 6.2 (Lipschitz parameterization).** Let $A$ be a subset of the ball of radius $R$ whose boundary is given by monotone functions as in (6.4). For $\varepsilon > 0$, let $\hat{C}_\varepsilon$ be the complement of an $\varepsilon$-neighborhood of the coordinate hyperplanes in $S^n$, and $C_\varepsilon$ the corresponding cone in $\mathbb{R}^{n+1}$. There exists a number $L$ (which depends only on $\varepsilon$) so that the boundary of $A$ is given in polar coordinates by a function which is continuous on $S^n$, and Lipschitz continuous with constant $LR$ on $\hat{C}_\varepsilon$.

**Proof.** We may assume that $R = 1$. The angle between the normal of $A$ at a boundary point $x$ with the position vector is at most $\pi/2 - \varepsilon$. The Lipschitz constant is $L = (1 + \delta)\tan(\pi/2 - \varepsilon)$.

Equation (6.4) also leads to an upper bound for the perimeter.

**Lemma 6.3 (Surface area of the graph of a monotone function).** The surface area of the graph of a monotone function $\alpha$ from the $n$-dimensional box $[0, a_1] \times \cdots \times [0, a_n]$ to $[0, a_{n+1}]$ is at most $\sum_{i=1}^{n+1} \prod_{j \neq i} a_j$.

**Proof (by induction over the dimension).** For $n = 0$, the graph is a single point, and there is nothing to show. Assume the claim has been proven for dimension $n-1$, and let $\alpha$ be a function on the $n$-dimensional box. We may assume by approximation that $\alpha$ is differentiable and strictly decreasing in the sense that

$$x'_i \leq x_i \quad (i = 1, \ldots, n), \quad x' \neq x \implies \alpha(x') > \alpha(x).$$

With the co-area formula (4.1) we estimate the surface area of the graph of $\alpha$ by

$$\int_0^{a_1} \cdots \int_0^{a_n} \sqrt{1 + |\nabla \alpha|^2} \, dz_1, \ldots, dz_n \leq \int_0^{a_1} \cdots \int_0^{a_n} 1 + |\nabla \alpha| \, dz_1, \ldots, dz_n$$

$$= \prod_{i=1}^{n+1} a_i + \int_0^{a_{n+1}} \int_{\alpha^{-1}(h)}^1 1 \, ds \, dh.$$

Since the boundaries of the level sets of $\alpha$ are again graphs of monotone functions, we can apply the inductive hypothesis to complete the proof. $\square$
7 Convergence of $W^{1,1}$-norms and Perimeters

In this section we prove that for a given nonnegative function $f$ that vanishes at infinity, there are sequences of Steiner symmetrizations and rotations that approach the space of radial functions in the sense that the angular component of the gradient converges to zero. We first reformulate the statement of Theorem 3.

**Proposition 7.1 (Convergence of the $W^{1,1}$-norm).** Let $f$ be a nonnegative measurable function in $W^{1,p}(\mathbb{R}^{n+1})$ for some $n \geq 1$ and some $p \geq 1$. Assume that $f$ vanishes at infinity. There exists a sequence of functions $\{f_k\}_{k \geq 0}$ which is obtained from $f$ by a sequence Steiner symmetrizations and rotations as in (6.2) so that for every $0 < h_1 < h_2$, the slices of $f^*$ and $f_k$ defined by (2.4) satisfy

$$
\tilde{f}_k \to f^* \text{ in } L^1, \quad \tilde{f}_k \rightharpoonup f^* \text{ weakly in } W^{1,1}, \quad \|\tilde{f}_k\|_{1,1} \to \|f^*\|_{1,1} \quad (k \to \infty).
$$

**Proof of Theorem 3 (given Proposition 7.1).** Replacing $f$ by a slice as in (2.4), we may assume that it is a bounded function with compact support. By Lemma 3.2, we only need to show that $|\nabla f_k| - \partial f_k / \partial r$ converges to zero in $L^1$. Using the one-dimensional co-area formula in polar coordinates, we see that

$$
\|\nabla f_k| - \partial f_k / \partial r\|_1 = \int_{S^n} \int_0^\infty (|\nabla f_k| - \partial f_k / \partial r) r^n dr d\theta
$$

$$
= \|\nabla f_k\|_1 - \int_0^\infty \int_{S^n} r(\theta, h)^n d\theta d\hbar,
$$

where $r(\theta, h)$ is the parameterization of the boundary of the level set at height $h$ in polar coordinates. By Proposition 7.1, the first term converges to $\|\nabla f^*\|_1$. But since the function $r(\theta, h)$ converges uniformly to the radius of the level set of $f^*$ at height $h$, the second term converges to the same limit.

We need some more notation for the proof of Proposition 7.1. We denote the Lebesgue measure of a measurable set $A \subset \mathbb{R}^{n+1}$ by $|A|$, and the perimeter of $A$ by $\sigma(A)$. To be specific, our definition of the perimeter of $A$ will be

$$
\sigma(A) := \lim_{\varepsilon \to 0} \varepsilon^{-1} \left| (A + B_\varepsilon) \setminus A \right|,
$$

where $B_\varepsilon$ is the centered ball of radius $\varepsilon$, and $A + B_\varepsilon$ is the set where the convolution of the characteristic function is positive (that is, the $\varepsilon$-neighborhood of the set of density points of $A$). However, since the se-
sequence of symmetrizations defined below quickly transforms $A$ into a set with Lipschitz boundary by Lemma 6.2, any of the common definitions will do. The Brunn-Minkowski inequality implies that the perimeter never increases under Steiner symmetrization; it must strictly decrease unless $A$ is (up to a translation, and except for a set of measure zero) already symmetric under reflection at the hyperplane of symmetrization. If $C$ is another measurable set, we will denote by

$$
\sigma(A|C) := \lim_{\varepsilon \to 0} \varepsilon^{-1} \left| \left( (A + B_\varepsilon) \cap C \right) \setminus A \right|
$$

the perimeter of $A$ in $C$.

By the co-area formula, the proof of Proposition 7.1 amounts to showing that the perimeter of all level sets of the $f_n$ converges to the perimeter of $f^*$. Conversely, if $A$ is a bounded star-shaped set, we can write $\sigma(A) = 2 \| \nabla f \|_1$, where $f$ is defined by

$$
f(x) := \begin{cases} 
1 - \inf \{ \lambda > 0 \mid \lambda^{-1} x \in A \} & x \in A \\
0 & x \not\in A
\end{cases}.
$$

(If $A$ is not star-shaped, we replace it by $S^n \cdot S^0 A$.) Since $f$ satisfies the assumptions of Proposition 7.1, there exists a sequence of symmetrizations $\{A_k\}$ of $A$ whose perimeters converge to the perimeter of $A^*$.

The main idea in the proof of Proposition 7.1 is the observation that, although Steiner symmetrization is not a local transformation, its effect on a set that is close to a ball in the sense of (6.5) can be localized in polar coordinates.

**Lemma 7.2 (Localization).** Let $C_1 \subset C_2$ be two cones in $\mathbb{R}^{n+1}$ which are symmetric under the reflection $(x^0, x^1, \ldots, x^n) \mapsto (-x^0, x^1, \ldots, x^n)$, and let $\hat{C}_1$ and $\hat{C}_2$ be their intersections with $S^n$. Assume that $\hat{C}_1$ has distance at least $\varepsilon$ from the complement of $\hat{C}_2$.

For every $\varepsilon > 0$ there exists $\delta > 0$ (which does not depend on $C_1, C_2,$

$\hat{C}_1$ and $\hat{C}_2$) and a set of the form

$$
D = \{ x \in \mathbb{R}^{n+1} \mid x^0 \in R, \hat{x} \in \hat{D} \}
$$

where $\hat{D}$ is a subset of $\mathbb{R}^n$, so that for every measurable set $A$ satisfying (6.5), we have the inclusions

$$
A \cap C_1 \subset A \cap D \subset A \cap C_2.
$$

**Proof.** It is sufficient to prove the claim in the case where $\hat{C}_1$ is a pair of points and $\hat{C}_2$ is an $\varepsilon$-neighborhood of $\hat{C}_1$. Performing a rotation about the
If the $z^0$-axis, we may assume that the pair of points lies in the $z^0 - z^1$-plane. Suppressing the coordinates $z^2$, $\ldots$, $z^d$, we write

\[ \hat{C}_1 := \{ (\pm r \sin \phi, \cos \phi) \} \quad \hat{C}_2 := \{ (\sin \theta, \cos \theta) \mid |\theta| - |\phi| < \epsilon \}, \]

where $\phi$ is a fixed angle in $[0, \pi/2]$. If $\delta$ is so small that

\[
(1 + \delta) \cos (\phi + \epsilon) < (1 - \delta) \cos (\phi), \quad (1 + \delta) \cos (\phi) < (1 - \delta) \cos (\phi - \epsilon),
\]

we can choose $\hat{D} = [(1 - \delta) r \cos \phi, (1 + \delta) r \cos \phi]$. 

\[ \textbf{Lemma 7.3 (Local perimeter estimate).} \text{ Let } A \text{ be a measurable set in } \mathbb{R}^n, \text{ let } C_1, C_2, \text{ and } \delta \text{ be as in Lemma 7.2, and assume that } A \text{ satisfies relation (6.5). Then}
\]

\[
\sigma(S^0 A | C_1) \leq \sigma(A | C_2) \leq \sigma(A | C_1) - \sigma(A) + \sigma(S^0 A). \]

Similarly, if $f$ is a function in $W^{1,1}$ so that all level sets of $f$ satisfy (6.5), then

\[
\int_{C_1} |\nabla S^0 f| \, dz \leq \int_{C_1} |\nabla f| \, dz
\]

\[
\int_{C_2} |\nabla S^0 f| \, dz \geq \int_{C_1} |\nabla f| \, dz - |||\nabla f||_1 + ||\nabla S^0 f||_1. \]

\[ \textbf{Proof.} \text{ The first line follows directly from Lemma 7.2 and the fact that}
\]

\[
S^0 (A \cap D) = (S^0 A) \cap D,
\]

\[ \text{to prove the second line we make the same argument for the complement of } D. \text{ The claims for } f \text{ follow with the co-area formula.} \]

We next prove that perimeter of a set that has been symmetrized sufficiently often to be close to a ball in the sense of (6.5) is close to the perimeter of a ball at least in some sectors of space. We use the fact that the boundary of $A_k$ can be written as the graph of a monotone function as in (6.4).

\[ \textbf{Lemma 7.4 (Area of a polar cap).} \text{ Let}
\]

\[ \hat{C}_\phi := \{ z \in \mathbb{S}^n \mid z^0 > 0, \mid \hat{z} \mid \leq \sin \phi \}
\]

be the polar cap of opening angle $\phi$ on the unit sphere in $\mathbb{R}^n$ ($n \geq 2$), let $C_\phi$ the corresponding cone, and let $A$ be a set of the form (6.4) that is close to the ball $B_r$ in the sense of (6.5). If $\phi$ is small enough and $\delta \leq \phi^2$, then

\[
\sigma(A | C_\phi) \leq (1 + \epsilon) \sigma(A^* | C_\phi). \]

\[ \textbf{(7.1)} \]
Similarly, if \( f \) is a nonnegative function in \( W^{1,1} \) so that all level sets satisfy (6.4) and (6.5) with \( \delta \) and \( \phi \) as above, then

\[
\int_{C_\phi} |\nabla f| \, dz \leq (1 + \varepsilon) \int_{C_\phi} |\nabla f^*| \, dz.
\]

Proof. The boundary of \( A \) in \( C_\phi \) can be written as the graph of a monotone function over the disc of radius \( (1 + \delta) r \sin \phi \). We can continue this function monotonically to the smallest square containing the disc without changing the total variation. Lemma 6.3 gives

\[
\sigma(A|C_\phi) \leq |S^{n-1}| \left( \frac{(1 + \delta) r^n}{n} + n^2 \frac{(1 + \delta - (1 - \delta) \cos \phi)}{\phi} \right),
\]

which together with

\[
\sigma(A^*|C_\phi) \geq |S^{n-1}| \frac{(r \sin \phi)^n}{n}
\]

implies the claim (7.1). Inequality (7.2) follows with the co-area formula. \( \square \)

Proof of Proposition 7.1. Let \( f \) be a nonnegative function in \( W^{1,1} \) that vanishes at infinity. Fix \( \varepsilon > 0 \). We will construct a finite sequence of rotations \( \{R_j\}_{j \leq k} \) so that all level sets of \( f_k \) satisfy

\[
\|\nabla f_j\|_1 \leq (1 + \varepsilon) \|\nabla f^*\|_1
\]

for \( j \geq k \). Since the norm cannot increase under symmetrization, we need to prove the claim only for \( j = k \).

By Lemma 7.4, there exist positive numbers \( \delta_0 \) and \( \phi_0 \), so that, if the level sets of \( f_k \) satisfy (6.5), then

\[
\int_{C_\phi} |\nabla f_k| \, dz \leq (1 + \varepsilon / 3) \int_{C_\phi} |\nabla f^*| \, dz
\]

for all \( \delta \leq \delta_0, \phi \leq \phi_0 \), where \( C_\phi \) is the cone of opening angle \( \phi \) centered at the \( x^n \)-axis. We choose two such cones \( C_1 \subset C_2 \) whose opening angles are close enough so that

\[
(1 + \varepsilon) \int_{C_1} |\nabla f^*| \, dz \geq (1 + 2\varepsilon / 3) \int_{C_2} |\nabla f^*| \, dz.
\]

Then we choose \( \delta \leq \delta_0 \) so small that Lemma 7.3 holds with \( C_1, C_2, \) and \( \delta \).

We would like to perform a sequence of Steiner symmetrizations and rotations so that all level sets of \( f_k \) satisfy (6.5) with the chosen \( \delta \). This will in general not be possible because the convergence of level sets to balls is uniform only for sets so that \( R/r \) is bounded above, where \( R \) is the radius of the smallest ball containing the set, and \( r \) the radius of its spherical
symmetrization. However, we may approximate \( f \) in \( W^{1,1} \) by a slice \( \tilde{f} \) as in (2.4) with an error that is as small as we please. Since we assumed that \( f \) vanishes at infinity, we can choose the heights \( h_1 \) and \( h_3 \) so that \( \tilde{f} \) has compact support, and the sizes of level sets are bounded away from zero. If \( k \) is large enough, all level sets of \( \tilde{f}_k \) satisfy (6.5) and consequently (7.4). If \( \tilde{f}_k \) already satisfies (7.3), we are done. Otherwise, there exists a rotation \( \mathcal{R} \) so that

\[
(7.6) \quad \int_{C_1} |\nabla \mathcal{R} \tilde{f}_k|dz > (1 + \varepsilon) \int_{C_1} |\nabla \tilde{f}^*|dz.
\]

We set \( \mathcal{R}_{k+1} = \mathcal{R} \), and define \( S_{k+1} \) and \( \tilde{f}_{k+1} \) by (6.1) and (6.2). Combining Lemma 7.3 with inequalities (7.4), (7.5), and (7.6), we see that

\[
\|\nabla \tilde{f}_k\|_1 - \|\nabla \tilde{f}_{k+1}\|_1 \geq \|\nabla \mathcal{R} \tilde{f}_k\|_1 - \|\nabla S^{0}\mathcal{R} \tilde{f}_k\|_1
\]

\[
\geq \int_{C_1} |\nabla \mathcal{R} \tilde{f}_k|dz - \int_{C_2} |\nabla S^{0}\mathcal{R} \tilde{f}_k|dz
\]

\[
\geq \frac{\varepsilon}{3} \int_{C_2} |\nabla \tilde{f}^*|dz > 0.
\]

The claim (7.3) will hold after repeating the last step finitely many times. Our construction also guarantees the convergence in \( L^1 \) and the weak convergence in \( W^{1,1} \), since (6.5) holds with \( \delta \) as small as we please for \( k \) large enough.

\[ \square \]

**Remark.** The sequence \( \{f_k\} \) constructed in the proof of Proposition 7.1 satisfies

\[
\int_C |\nabla f_k| \, dz \to \int_C |\nabla f^*| \, dz \quad (k \to \infty)
\]

for all open cones \( C \) in \( \mathbb{R}^{n+1} \). Similarly, if \( A \) is a bounded set, there exists a sequence \( \{A_k\} \) as in (6.3) so that

\[
\sigma(A_k|C) \to \sigma(A^*|C) \quad (k \to \infty).
\]

8 Symmetrization of Co-area Regular Functions

Let \( f \) be a nonnegative co-area regular function in \( W^{1,p} \) that vanishes at infinity. We will construct a sequence of Steiner symmetrizations and rotations by (6.2) that approximates \( f^* \) in \( W^{1,p} \).

Following Almgren and Lieb [AlLi], we use the functional

\[
\Psi(f) := \int \left( \sqrt{1 + |\nabla f|^2} - 1 \right) dz
\]
in place of $W^{1,p}$-norms to indicate convergence or divergence of a sequence in $W^{1,p}$. If $f$ has compact support, $\Psi(f)$ gives the surface area of the graph of $f$, minus the measure of its support. Note that

$$F(z) = \sqrt{1 + z^2} - 1$$

is strictly convex and increasing for all positive $z$, and $F(0) = 0$. In particular, $\Psi(f)$ can only decrease under Steiner or spherical symmetrization of $f$.

Our strategy is to symmetrize a given function $f$ until we arrive at a function $f_k$ for which $\Psi(f_k)$ can only decrease very little under any Steiner symmetrization. Using an explicit lower bound for the drop in $\Psi$ under Steiner symmetrization, we show that the gradient of such a function restricted to a level surface is close to a constant.

This is not enough to ensure convergence in general, because the co-area formula gives no information about the set of critical points. If $f$ is co-area regular, however, convergence of $f_k$ to $f^*$ in $L^p$ implies that the set of critical points of $f_k$ converges to the set of critical points of $f^*$ in symmetric difference, since the sets of critical points of $f_k$ and $f^*$ differ by sets of measure zero from and $f_k^{-1}(C)$ and $f_{\star}^{-1}(C)$, where $C$ is the set of critical values discussed in Remark (ii) after Lemma 4.2, and Lemma 6.1 applies.

**Lemma 8.1 (Convergence of surface area).** Let $f$ be a function in $W^{1,1}$. There exists a sequence of rotations $(\mathcal{R}_k)_{k \geq 1}$ so that for $f_k$ defined by (6.2),

$$\sup_{\mathcal{R}} (\Psi(f_k) - \Psi(S^0 \mathcal{R} f_k)) \rightarrow 0 \quad (k \rightarrow \infty),$$

and, moreover,

$$f_k \rightarrow f^* \text{ in } L^1, \quad \|f_k\|_{1,1} \rightarrow \|f^*\|_{1,1} \quad (k \rightarrow \infty).$$

**Proof.** We construct the sequence recursively. Set $k_1 = 1$. Since the surface area can only decrease under symmetrization, any sequence of the form (6.2) satisfies

$$\psi(f_k) - \psi(S^0 \mathcal{R} f_k) \leq \psi(f_k) - \inf_{\mathcal{R}} \lim_{l \to \infty} \psi(f_{k+l})$$

for every rotation $\mathcal{R}$. Assume that $f_1, \ldots, f_{k_j}$ are already given. If $j$ is even, we choose the next terms in the sequence of rotations $\mathcal{R}_{k_j + 1}, \ldots, \mathcal{R}_{k_j + 4}$ so that

$$\psi(f_{k_j + 1}) \leq \frac{1}{2} \left( \psi(f_{k_j}) + \inf_{\mathcal{R}} \lim_{l \to \infty} \psi(f_{k_j + l}) \right),$$

and if $j$ is odd, we choose the next terms in the sequence of rotations $\mathcal{R}_{k_j + 2}, \ldots, \mathcal{R}_{k_j + 5}$ so that

$$\psi(f_{k_j + 2}) \leq \frac{1}{2} \left( \psi(f_{k_j}) + \inf_{\mathcal{R}} \lim_{l \to \infty} \psi(f_{k_j + l}) \right).$$


that is,
\[ \Psi(f_{k_j+1}) - \inf_{\{R_k\}} \lim_{t \to \infty} \Psi(f_{k_j+1}+t) \leq \frac{1}{2} \left( \Psi(f_{k_j}) - \inf_{\{R_k\}} \lim_{t \to \infty} \Psi(f_{k_j+t}) \right), \]
where the infimum is taken over all possible continuations of the given finite sequence of rotations. If \( j \) is odd, we apply Proposition 7.1, and choose the next terms in the sequence of rotations so that
\[ \|f_{k_j+1}\|_{1,1} \leq \|f^*\|_{1,1} + 2^{-j}. \]
By the monotonicity of the norm, this inequality will hold for all later terms in the sequence. Repeating the last two steps, we can produce a sequence of rotations along which the right hand side of (8.1) converges to zero, and which satisfies the conclusion of Proposition 7.1.

**Lemma 8.2** (The drop in surface area). Let \( f \) be a nonnegative function in \( W^{1,p}(\mathbb{R}^{n+1}) \). Assume that for some open set \( B \) and all \( h_1 < h < h_2 \), the equations \( f(x) = h \), \((z^1, \ldots, z^n) = \hat{z} \) have exactly two solutions, \( z^+(\hat{z}, h) \) and \( z^-(\hat{z}, h) \), that \( \partial / \partial z^0 f(z^+) \leq 0 \), \( \partial / \partial z^0 f(z^-) \geq 0 \), and that the angles of \( \nabla f(z^+(\hat{z}, h)) \) and \( \nabla f(z^-(\hat{z}, h)) \) with the line \( \hat{z} = \text{const} \) are uniformly bounded away from \( \pi/2 \). There exists a nonnegative continuous so that
\[ \Phi(f) - \Phi(S^0 f) \]
\[ \geq \int_{h_1}^{h_2} \int_B G(|\nabla f(z^+)|, |\nabla f(z^-)|) X_{\partial / \partial z^0 f(z^+) \neq 0} X_{\partial / \partial z^0 f(z^-) \neq 0} d\hat{z} dh. \]
The function \( G \) has the properties that \( G(z, w) = G(w, z) \), \( G(z, w) = 0 \leftrightarrow z = w \), and for fixed \( z \), \( G(z, \cdot) \) increases with \( w \) for \( w > z \), and decreases for \( w < z \).

**Proof.** By formulas (5.1) and (5.7), the derivatives of the Steiner symmetrization satisfy
\[ |d / dz^0 S^0 f(\hat{z}^+) |^{-1} = \frac{1}{2} (|d / dz^0 f(z^+) |^{-1} + |d / dz^0 f(z^-) |^{-1}) \]
and
\[ |d / dz^0 S^0 f(\hat{z}^-) |^{-1} \nabla_\hat{z} S^0 f(\hat{z}^+, \hat{z}^-) \]
\[ = \frac{1}{2} (|d / dz^0 f(z^+) |^{-1} \nabla_\hat{z} f(z^+) + |d / dz^0 f(z^-) |^{-1} \nabla_\hat{z} f(z^-)), \]
where \( \hat{z}^+ \) and \( \hat{z}^- \) are the points on the level surface of \( S^0 f \) corresponding to \( z^+ \) and \( z^- \), that is, the two solutions of the equations \( S^0 f(x) = h \), \((z^1, \ldots, z^n) = \hat{z} \). By the one-dimensional co-area formula (4.5), we obtain
\[ \Phi(f) - \Phi(S^0 f) \geq \int_{h_1}^{h_2} \int_B (F(0, \nabla f(z^+), \nabla f(z^-)) + F(1, \nabla f(z^+), \nabla f(z^-)) \]
\[ - 2F(1/2, \nabla f(z^+), \nabla f(z^-)) X_{\nabla f(z^+)} \neq 0 X_{\nabla f(z^-)} \neq 0 d\hat{z} dh. \]
where for $u, v \in \mathbb{R}^{n+1}$ with $\hat{u}^0 < 0 < \hat{v}^0$,

$$F(\lambda, u, v) = \left| \lambda - (u^0)^{-1} \left( \frac{-u^0}{1} \right) + (1 - \lambda)(v^0)^{-1} \left( \frac{v^0}{1} \right) \right|_{\mathbb{R}^{n+2}}.$$  

Note that $F$ is strictly convex in $\lambda$ unless $(-u^0, \hat{u}) = (v^0, \hat{v})$. Setting

$$G(z, w) := \inf_{|u|=z, |v|=w, |u| \geq c|\hat{u}|, |v| \geq c|\hat{v}|} (F(0, u, v) + F(1, u, v) - 2F(1/2, u, v))$$

where $c$ is a sufficiently small positive constant, we see that $G$ has the claimed properties.

**Lemma 8.3** (Change of coordinates). Assume that $S$ is a surface that can be parameterized in polar coordinates by a positive function on $S^n$ which is bounded above by $R$ and Lipschitz continuous with constant $LR$. Choose $c_1$ so small that for $|\xi| < c_1 R$, the line determined by $(\xi, \omega)$ intersects $S$ transversally in a pair of points which we denote by $x^+(\xi, \omega)$ and $x^-(\xi, \omega)$.

There exists a constant $c_2$ which depends only on $L$ and the choice of $c_1$, so that for every nonnegative measurable function $H$ on $S \times S$ which is symmetric under exchange of the two variables, the inequality

$$\int_{S^n} \int_{\xi_{\omega}} H(x^+, x^-) \mathcal{X}_{|\xi| < c_1 R} |d\xi| d\omega$$

$$\geq c_2 \int_{S^n} \int_{S} H(x(s), x(t)) \mathcal{X}_{|\xi(s, t)| < c_2 R} |ds| dt$$

holds. Here, $x(s)$ and $x(t)$ are the points in $\mathbb{R}^{n+1}$ corresponding to $s$ and $t$, and $\xi(s, t)$ is the distance of the line through $x(s)$ and $x(t)$ from the origin.

**Proof.** The claim follows immediately from the fact that the transformation $(\xi, \omega) \rightarrow (x^+(\xi, \omega), x^-(\xi, \omega))$ is Lipschitz continuous with Lipschitz inverse by our transversality assumption.

**Lemma 8.4** (Convergence on level surfaces). Let $\{f_k\}_{k \geq 0}$ be a sequence of functions constructed by rearrangements as in (6.2), and let $G$ be the function of Lemma 8.2. If

$$(8.2) \quad \int_{h_1}^{h_2} \int_{\partial E(h)} \int_{\partial E(\hat{h})} G \left( |\nabla f_k(s, h)|, |\nabla f_k(t, \hat{h})| \right) ds \, dt \, dh \to 0 \quad (k \to \infty),$$

then

$$\int_{h_1}^{h_2} \int_{\partial E(h)} \left| F(|\nabla f_k(s, h)|) - c_1(h) |\nabla f_k|^{-1} \right| ds \, dh \to 0 \quad (k \to \infty),$$
where \( E_k(h) \) is the level set of \( f_k \) at height \( h \), \( c_1(h) \) is defined by
\[
c_1(h) = \frac{2c_2(h)^2}{1 - c_3(h)^2}, \quad c_2(h) := \lim_{k \to \infty} \sigma_k^{-1} \int_{\partial E_k(h)} F(|\nabla f_k|)|\nabla f_k|^{-1} \, ds,
\]
and \( \sigma_k(h) \) is the perimeter of the level set of \( f_k \) at height \( h \).

**Proof.** The limits
\[
\sigma(h) := \lim_{k \to \infty} \sigma_k(h), \quad c_3(h) := \lim_{k \to \infty} \int_{\partial E_k(h)} F(|\nabla f_k|)|\nabla f_k|^{-1} \, ds
\]
exist for every \( h \), since both sequences decrease monotonically with \( k \) by the usual rearrangement inequalities for the perimeter and for \( \Psi \). By the properties of \( G \),
\[
\inf_{\phi(\alpha) - \phi(\beta) \geq z} G(\alpha, \beta)
\]
is positive for \( z > 0 \), and nondecreasing; multiplying it with a strictly increasing function less than one, we see that
\[
G(\alpha, \beta) \geq \tilde{G}(|\phi(\alpha) - \phi(\beta)|)
\]
where \( \tilde{G} \) is a strictly increasing nonnegative function. Assumption (8.2) implies that \( \phi(|\nabla f_k(s, h)|) - \phi(|\nabla f_k(t, h)|) \) (as a function of \( s, t, \) and \( h \)) converges to zero in measure. Since \( \phi \) is bounded, it follows that
\[
\int_{h_1}^{h_2} \int_{\partial E_k(h)} |\phi(|\nabla f_k|) - c_2(h)|^2 \, ds \, dh
\]
\[
= \int_{h_1}^{h_2} \sigma_k^{-1}(h) \int_{\partial E_k(h)} \int_{\partial E_k(h)} |\phi(|\nabla f_k(s, h)|) - \phi(|\nabla f_k(t, h)|)|^2 \, ds \, dt \, dh
\]
\[
\to 0 \quad (k \to \infty).
\]
Hence, on almost all level surfaces of \( f_k \), \( \phi(|\nabla f_k|) \) converges in measure to the constant \( c_2(h) \). It follows that on each level surface, \( |\nabla f_k| \) converges in measure to a constant \( c_4(h) \), which may be infinity. Calculating \( c_1(h) = F(c_4(h)) \), and \( c_2(h) = F(c_4(h))/c_4(h) \) proves the claim.

**Proof of Theorem 2.** We already showed at the beginning of section 6 that the spherical symmetrization of a co-area irregular function cannot be approximated by a sequence of Steiner symmetrizations and rotations.

To prove the converse, let \( f \) be a co-area regular function in \( W^{1,p}(\mathbb{R}^{n+1}) \) that vanishes at infinity. We will construct a sequence of rearrangements \( \{f_k\} \) of \( f \) by (6.2) which converges to \( f^* \) in \( W^{1,p} \). Replacing \( f \) by a slice as in (2.4), we may assume without loss of generality that \( f \) is a bounded
function with compact support, and that the measures of the nontrivial
level sets of $f$ are bounded away from zero.

By Lemma 8.1 there exists a sequence of symmetrizations so that

$$\text{sup } \frac{\Psi(f_k) - \Psi(S^0 f_k)}{\mathcal{R}} \to 0 \quad (k \to \infty) \tag{8.3}$$

and

$$f_k \to f^* \text{ in } L^1, \quad \|f_k\|_{1,1} \to \|f^*\|_{1,1} \quad (k \to \infty).$$

This implies that the perimeters of almost all level sets converge to the
perimeters of the level sets of $f^*$, that is,

$$\lim_{k \to \infty} \sigma_k(h) = \sigma^*(h) \tag{8.4}$$

for almost all $h$.

By assumption, all level sets of $f_k$ satisfy $B_{r_1} \subset E_k(h) \subset B_{r_2}$ for some
$0 < r_1 < r_2$. Fix a small number $\varepsilon > 0$. By Lemma 6.2, there exists
a constant $c$ so that for $\omega \in \mathcal{C}_c$ and $\xi$ perpendicular to $\omega$ in $\mathbb{R}^{n+1}$ with
$|\xi| \leq c$, the line defined by $x(t) = \xi + tw$ intersects the boundary of the
level set $E_k(h)$ transversally in exactly two points $x^+(\xi, \omega)$ and $x^- (\xi, \omega)$.

By Lemma 8.2,

$$\sup_{\omega \in \mathcal{C}_c} \int_{x \in \omega} \int_{\xi \perp \omega} G\left(|\nabla f_k(x^+)|, |\nabla f_k(x^-)|\right) \mathcal{X}_d/|dx| f_k(x^+) \neq 0 \mathcal{X}_d/|dx| f_k(x^-) \neq 0 \mathcal{X}_d/|dx| \leq c |d\xi| dh$$

$$\to 0 \quad (k \to \infty).$$

Note that the left-hand side of (8.3) depends on $\mathcal{R}$ only through $\mathcal{R}(1, 0, \ldots, 0)$. Integrating over $\omega$ and using Lemma 8.3 with

$$H(x(s, h), x(t, h)) = G\left(|\nabla f_k(x(s, h))|, |\nabla f_k(x(t, h))|\right) \mathcal{X}_C, (x(s, h)) \mathcal{X}_C, (x(t, h))$$

we see that

$$\int_0^\infty \int_{E_k(h) \cap \mathcal{C}_c} \int_{E_k(h) \cap \mathcal{C}_c} G\left(|\nabla f_k(x(s, h))|, |\nabla f_k(x(t, h))|\right) ds dt dh \to 0 \quad (k \to \infty).$$

Set

$$a_k h : a_k h^{-1} \lim_{\delta \to 0} \int_{h-\delta}^{h+\delta} \int_{E_k(h) \cap \mathcal{C}_c} F(|\nabla f_k|) |\nabla f_k|^{-1} ds dh'$$

where $a_k(h)$ is the perimeter of the level set $E_k(h)$ in $\mathcal{C}_c$. By Lemma 8.4,
we have that
\begin{equation}
\int_{h_1}^{h_2} \int_{E_k(h) \cap C_s} |F(|\nabla f_k|) - c(h)| |\nabla f_k|^{-1} \, ds \, dh \to 0 \quad (k \to \infty),
\end{equation}
where
\[ c(h) \coloneqq \lim_{k \to \infty} c_{k,\varepsilon}(h), \]
which clearly cannot depend on \( \varepsilon \). As a pointwise limit of the \( c_{k,\varepsilon} \), \( c \) is Borel measurable and vanishes if \( h \) is in the support of the singular part of the measure induced by the distribution function of \( f \).

We next show that \( F(|\nabla f_k|) \) converges to \( c(f^*) \) in \( L^1 \). We write
\[
\int |F(|\nabla f_k(x)|) - c(f^*(x))| \, dx \\
\leq \int |F(|\nabla f_k(x)|) - c(f_k(x))| \, dx + \int |c(f_k(x)) - c(f^*(x))| \, dx.
\]
If \( f \) is co-area regular, then \( c(f_k(x)) \) vanishes almost everywhere on the set of critical points of \( f_k \) by the remark after Lemma 4.2, and we can rewrite the first term as
\[
\int |F(|\nabla f_k(x)|) - c(f_k(x))| \, dx \\
= \int_{h_1}^{h_2} \int_{E_k(h) \cap C_s} |F(|\nabla f_k|) - c(h)| |\nabla f_k|^{-1} \, ds \, dh,
\]
which converges to zero by (8.5). The second term converges to zero by Lemma 6.1.

By Lemma 3.2, the sequence \( |\nabla f_k| \) converges to some limiting function in \( L^p \). By Theorem 3, the angular part of the gradient converges to zero in \( L^p \). The limit of the sequence of gradients must coincide with the weak limit \( \nabla f^* \). \( \square \)
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