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Abstract. Consider a collection of particles interacting through an attractive-

repulsive potential given as a difference of power laws and normalized so that
its unique minimum occurs at unit separation. For a range of exponents corre-

sponding to mild repulsion and strong attraction, we show that the minimum

energy configuration is uniquely attained — apart from translations and ro-
tations — by equidistributing the particles over the vertices of a regular top-

dimensional simplex (i.e. an equilateral triangle in two dimensions and regular

tetrahedron in three). If the attraction is not assumed to be strong, we show
these configurations are at least local energy minimizers in the relevant d∞
metric from optimal transportation, as are all of the other uncountably many

unbalanced configurations with the same support. We infer the existence of
phase transitions.

The proof is based in part on a simple isodiametric variance bound which
characterizes regular simplices: it shows that among probability measures on

Rn whose supports have at most unit diameter, the variance around the mean

is maximized precisely by those measures which assign mass 1/(n+ 1) to each
vertex of a (unit-diameter) regular simplex.
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1. Introduction

The energy of a collection of interacting particles with mass distribution dµ(x) ≥
0 on Rn is given by

EW (µ) =

∫∫
Rn×Rn

W (x− y)dµ(x)dµ(y),(1.1)

assuming the particles interact with each other through a pair potential W (x).
Normalizing the collection of particles to have unit mass ensures that µ belongs to
the space P(Rn) of Borel probability measures on Rn.
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Our goal is to identify local and global energy minimizers of EW (µ) on P(Rn),
for power-law potentials W = Wα,β where

Wα := |x|α/α and(1.2)

Wα,β(x) := Wα(x)−Wβ(x) α ≥ β > −n(1.3)

is of attractive-repulsive type α > β; here α is the exponent of attraction, β is
the exponent of repulsion, and we have chosen units of length so that Wα,β is
minimized precisely on the unit sphere |x| = 1. The Lennard-Jones potentials [28]
fall into this class, including (α, β) = (−6,−12), except that we will be concerned
almost exclusively with power laws having positive rather than negative exponents,
particularly those in the mildly repulsive triangle α > β ≥ 2 investigated by the
quartet and trio composed of Balagué, Carrillo, Laurent and Raoul [2] and Carrillo,
Figalli and Patacchini [9] respectively. The term mildly repulsive reflects the fact
that W flattens out around the origin (and the Hausdorff dimension of the support
of the minimizer decreases [2]) as β increases. We shall be particularly interested
in the behaviour of the problem on the boundary of the mildly repulsive triangle:
this consists of three lines which we call the hard confinement limit α = +∞, the
centrifugal line β = 2 and the null line α = β, on which the energy is identically
zero. (The line α = 2 is also distinguished; for reasons explained below we call it
the centripetal line even though it lies outside our triangle of interest.)

Our first result concerns behaviour near the hard confinement limit. For each
β ≥ 2, if α is sufficiently large it asserts the energy (1.1) is uniquely minimized
on P(Rn) by measures µ which equidistribute their mass over the vertices of a
unit-diameter regular simplex. This confirms a phenomenon which has often been
observed in dynamical simulations [1] [2] [3] [15] yet has largely defied explanation.
Apart from results in one-dimension due to Kang, Kim, Lim and Seo [25] and their
references, the best understanding to date of this mildly repulsive phenomenology
comes from work of the quartet [2], who established that local minimizers vanish
outside a countable set, and the trio [9], who gave a geometric restriction on the
shape of this support which translated into a bound on the number of points it
contains in the case of global minimizers, and which we can now replace with its
sharp value n+ 1 at least in the range of validity of our results.

The behaviour we describe is very different from what happens when the re-
pulsion is stronger [20] [19]: when β ∈ (−n, 2], the functional (1.1) admits spheri-
cally symmetric critical points given by densities if either α or β is even [11] or if
α < 0 [14]; some of these are conjectured to be global energy minimizers — a con-
jecture which has been proven at the point (α, β) = (2, 2−n) where Newtonian re-
pulsion competes with centripetal attraction by Choksi, Fetecau and Topaloglu [14],
and which follows from the convexity established by Lopes [30] in the larger rec-
tangle (α, β) ∈ [2, 4]× (−n, 0) whose left boundary is the centripetal line. Even in
two dimensions a wide variety of behaviours interpolating between this regime and
ours has been reported by, e.g., Kolokolnikov, Uminsky and Bertozzi with Sun [27]
and with von Brecht [41]. Very recently, the analogous problem has been studied
under an incompressiblity constraint imposed by a uniform bound on the density
of µ [8]: Frank and Lieb [21] established the presence of a phase transition as the
bound is varied; it is in this context that the work of Lopes is set. A few subsequent
developments concerning nonlocal interaction energies can be found in Frank and
Lieb [22] and Delgadino, Yan and Yao [17].
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Much of the interest in minimizers of the functional (1.1) stems from the fact that
it is a Lyapunov functional [13] [9] for the self-assembly or aggregation equation [33]

∂µ

∂t
= ∇ · (µ∇W ∗ µ),(1.4)

modeling dissipation-dominated dynamics for a large number of particles interacting
through the pair potential W ; see e.g. [12] and the references there. Families of local
energy minimizers of (1.1) therefore form stable manifolds for the dynamics (1.4).
The shape of W has been chosen so that it is energetically favorable for particles to
try to position themselves at unit distance apart, to the extent this is feasible given
the large number of particles. Dynamics analogous to (1.4) have been proposed as
models for the kinetic flocking and swarming behaviour of biological organisms [33]
[35], self-assembly and condensation of granular media [39] and nanomaterials [23],
and even strategies in game theory [4].

The fact that the minimizers we describe break the rotational symmetry of the
functional (1.1) already suggests that the problem is unlikely to yield to the usual
convexity or symmetrization techniques from the calculus of variations [26] [31] [5]
[10]. Instead we extend the definition (1.2) to α = +∞ by setting

W∞(x) := lim
α→∞

Wα(x)

so that

W∞,β(x) :=

{
−Wβ(x) if |x| ≤ 1,

+∞ if |x| > 1,
(1.5)

and work perturbatively around this hard confinement limit, for which we analyze
the minimization problem

min
µ∈P(Rn)

EWα,β
(µ), ∞ ≥ α ≥ β ≥ 2(1.6)

by comparing it to the corner case (α, β) = (∞, 2) where hard confinement meets
the centrifugal line. Such an approach to the more repulsive regime β < 0 with an
incompressibility constraint was also suggested by Burchard, Choksi and Topaloglu
[8], and subsequently pursued by Burchard, Choksi and Hess-Childs in parallel with
the present work [7]. What distinguishes the centrifugal (respectively centripetal)
line is that, for probability measures µ ∈ P(Rn) with second moments, the elemen-
tary calculation

EW2(µ) =

∫
Rn

|x|2dµ(x)− | x̄(µ)|2 =: Var(µ),(1.7)

where x̄(µ) :=

∫
Rn

xdµ(x) is the barycenter of µ,(1.8)

shows that the repulsive (respectively attractive) term in the energy reduces to the
variance of µ around its mean, as in e.g. [14]. Moreover, the variance (1.7) becomes
a linear (as opposed to quadratic) function of µ when restricted to measures

(1.9) P0(Rn) := {µ ∈ P(Rn) |
∫
Rn

|x|2dµ(x) < +∞ and x̄(µ) = 0}

with center of mass at the origin; this restriction costs no generality since the ener-
gies (1.1) are invariant under rigid motions of µ. The contribution of the variance
to the total energy leads to a term in the Euler-Lagrange equation (3.1) (found
e.g. in [32] [2] for our problem) representing a force either towards or away from
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the center of mass — depending on whether we are on the centripetal or centrifugal
line — and growing linearly with the distance. This is precisely analogous to the
force which appears in a pressureless model of rotating stars (or in a centrifuge) in
n ≤ 2 dimensions; see [32] and its references. The analogy breaks down if n ≥ 3,
since our force pulls towards a point rather than an axis of rotation, but the use of
the terms centrifugal and centripetal continues to be justified by their Latin roots.

The corner case (α, β) = (∞, 2) corresponds to maximizing the variance of µ
around its center of mass subject to a constraint on the diameter of the support
sptµ ⊆ Rn, meaning the smallest closed set containing the full mass of µ. The
maximum is attained if and only if µ equidistributes its mass over the vertices of
a regular, unit diameter n-simplex. As an appendix explains, this characterization
of the simplex follows from (and is equivalent to) an old theorem of Jung [24].
Unaware of Jung’s theorem, we developed a linear programming and convex-duality
based proof of this characterization in a companion work [29], originally circulated
together with the present results in a single manuscript.

Notice this variational characterization of the simplex already exhibits symmetry-
breaking: although the objective functional (1.7) and its domain are invariant under
rigid motions of µ, its extremizers fail to be invariant under either translations or
rotations (see figure 1). Nevertheless, the extremizers are unique apart from such
rigid motions. The usual convexity and symmetrization techniques from the cal-
culus of variations do not easily accommodate optimizations which break symme-
tries [26] [31] [5]. This characterization plays a key role in the proof of our first
main result, whose formulation relies on the following definitions:

Definition 1.1 (Simplices). (a) A set K ⊆ Rn is called a top-dimensional simplex
if K has non-empty interior and is the convex hull of n + 1 points {x0, x1, ..., xn}
in Rn.

(b) A set K ⊆ Rn is called a regular k-simplex if it is the convex hull of k+1 points
{x0, x1, ..., xk} in Rn satisfying |xi−xj | = d for some d > 0 and all 0 ≤ i < j ≤ k.
The points {x0, x1, ..., xk} are called vertices of the simplex.

(c) In particular, it is called a unit k-simplex if d = 1.

Remark 1.2 (Regular n-simplices K ⊆ Rn are top-dimensional). A regular n-

simplex with sidelength d =
√

2 is linearly isometric to the following standard sim-
plex in Rn+1

(1.10) ∆n := {a = {a1, ..., an+1} ∈ [0, 1]n+1 |
n+1∑
i=1

ai = 1},

which can be verified by simple induction on dimension. We shall use this fact
tacitly throughout.

We can now state our main results.

Theorem 1.3 (Mild repulsion with strong attraction is minimized uniquely by
the unit n-simplex). Fix β ≥ 2. For all α ∈ [β,∞) sufficiently large, a probability
measure µ minimizes (1.6) if and only if it is uniformly distributed over the vertices
of a unit n-simplex.

The following corollary reframes this theorem:
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(a) spt(µ) in R2. (b) spt(µ) in R3.

Figure 1. Support of the optimizer µ in Theorem 1.3.

Corollary 1.4 (Phase transition threshold). For each β ≥ 2 and n ∈ N, there is a
minimal value α∆n = α∆n(β) ∈ [β,∞) such that: for each α > α∆n , a probability
measure µ minimizes (1.6) if and only if µ assigns mass 1/(n + 1) to each vertex
of a unit n-simplex.

Proof: For each β ≥ 2 and n ∈ N, a minimal α∆n ∈ [β,∞] having the stated
property obviously exists. Theorem 1.3 asserts it is finite: α∆n <∞. QED

Remark 1.5 (Existence of phase transitions and future directions). When (α, β) =
(4, 2), a result of Lopes [30] implies that EW4,2(µ) is a convex function of µ. As a
consequence, it must possess at least one spherically symmetric minimizer, hence
α∆n(2) ≥ 4. This establishes a phase transition by showing that the intervals
[2, α∆n(2)] and [α∆n(2),∞] both have non-empty interiors. It would be interesting
to understand more about the properties of the threshold function α∆n : [2,∞) →
[2,∞), and the behaviour of solutions when α is at or below the threshold, and
similarly of the threshold αloc∆n for strict local energy minimization when β = 2
introduced at Corollary 4.4. We leave such questions to future research.

Our second main result concerns local energy minimizers in the Kantorovich-
Rubinstein-Wasserstein d∞ metric from optimal transportation, whose definition is
recalled at (3.6) below. This is the relevant metric on P(Rn) for particles moving
at bounded speeds, as noted by one of us in [32], and for the present problem by
the quartet [2].

Theorem 1.6 (All distributions over unit simplex vertices are d∞-local energy
minimizers). Fix α > β ≥ 2 and any measure µ̂ ∈ P(Rn) whose support spt µ̂
coincides with the vertices X = {x0, . . . , xn} of a unit n-simplex, ordered so that
the mi := µ̂[{xi}] are non-decreasing.
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If β > 2 or if α > 2 +
m2
n min{n,2}
m0m1

, then there exists r > 0 such that each

µ ∈ P(Rn) with d∞(µ, µ̂) < r satisfies EWα,β
(µ) ≥ EWα,β

(µ̂), and the inequality is
strict unless µ is a rotated translate of µ̂.

Since the group of rigid motions has dimension n(n+1)
2 , this theorem provides

an uncountable number of n(n+1)
2 - dimensional manifolds (parameterized by the

positive masses m0 ≤ . . . ≤ mn assigned to each vertex of the simplex) which must
be stable under the dynamics (1.4). This both predicts and explains the dynamic
formation of unit simplex configurations observed in simulations throughout the
mildly repulsive regime α > β > 2. As in one-dimension [25], the intuition behind
this result is that the configurations described by the theorem are critical points
due to the flatness of the interaction potential Wα,β(x) at the origin and at unit
distance from it; they are stabilized by Wα,β ’s lack of uniform concavity at x = 0
in combination with its radially uniform convexity at |x| = 1 and the geometry of
the unit simplex.

Remark 1.7 (Limiting cases and self-similar aggregation). Theorem 1.6 with (β,m0) =
(2, 1

n+1 ) shows the configurations of Theorem 1.3 remain d∞-local energy minimiz-
ers for all α > 4 if n ≥ 2, and for all α > 3 if n = 1. For n = 1, versions of
both theorems were proved in Kang, Kim, Lim and Seo [25] (see also Fellner and
Raoul [18]) along with examples showing in what sense the bound on α required by
Theorem 1.6 is sharp; c.f. Remark 4.5. Studying aggregation with purely attractive
power-law potentials, Sun, Uminsky and Bertozzi showed that blowing-up solutions
can be transformed using similarity variables into solutions which now appear to
interact through an attractive-repulsive potential on the centripetal line β = 2. For
n ≥ 2 they then analyze linear stability of two stationary states for the rescaled
dynamics — (a) the uniform spherically symmetric shell, and (b) the uniform dis-
tribution over the vertices of a unit simplex — to obtain that (a) is linearly stable
precisely in the range α ∈ (2, 4) and (b) in the range α > 4 [37]. At its end, their
paper raises the questions of whether these solutions are nonlinearly stable, and
whether they are global attractors. Theorem 1.6 sheds considerable light on both
questions: it asserts that (b) is indeed nonlinearly stable when α > 4, but that it
cannot be a global attractor since there are also other nonlinearly stable solutions
(corresponding to m0 6= mn).

Remark 1.8 (More general potentials). It is natural to expect that the techniques
and results of this paper can also be extended to certain more general families of
potentials which need neither be power-law, spherically symmetric, nor even have
attractive-repulsive form globally. In particular, the statement of Theorem 1.6 en-
sures that the same configurations remain d∞-local minimizers for all potentials
W which agree with Wα,β in a neighbourhood in Rn of radius 2r around the
n2+n+1 displacements {xi−xj}0≤i,j≤n relating vertices of the simplex; the method
of proof also shows a similar result should hold for any C2-smooth radially sym-
metry potential W (x) = w(|x|) with w′(0) = w′(1) = 0 < w′′(1) and w′′(0) not
too negative. Similarly, for any C2-smooth family of radially symmetric potentials
Wλ(x) = wλ(|x|), we expect an analog of Theorem 1.3 to hold for λ sufficiently
large, if the limit w∞ is attained in a suitable sense and satisfies

(1.11) w∞(r) ≥

{
−r2 if r ≤ 1

+∞ if r > 1
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with equality holding at r = 0 and r = 1.

The paper is organized as follows. Section 2 recalls our variational characteri-
zation of the unit simplex from [29] and shows the same configurations uniquely
minimize the hard confinement limit α = +∞ of the mildly repulsive energy (1.6).
Section 3 introduces the notion of Γ-convergence with respect to the metrics dp on
probability measures, and contains a series of preparatory estimates for Section 4,
which establishes the presence of d∞-local minimizers throughout the mildly repul-
sive triangle α > β ≥ 2 and extends the characterization of global minimizers from
the hard confinement limit to all sufficiently large values of the attraction expo-
nent α. Key estimates of Section 3 are based on first variation, whereas those of
Section 4 are based on second variation. An appendix demonstrates the equivalence
of the variational characterization of the unit simplex found in our earlier work [29]
to a classical result of Jung [24].

2. Minimizing mild repulsion with hard confinement

In this section we show that on the entire halfline β ≥ 2 with α = +∞ — corre-
sponding to mild repulsion with hard confinement — the measures which minimize
the energy (1.6) are precisely those which achieve the minimum at its endpoint
(α, β) = (∞, 2). At this endpoint, minimizers are given by the variational charac-
terization of the unit simplex proved in our earlier work, which generalizes to higher
dimensions n > 1 of a result proven for n = 1 by Popoviciu [34]:

Theorem 2.1 (Isodiametric variance bound and cases of equality [29]). If the
support of a Borel probability measure µ on Rn has diameter no greater than d,
then Var(µ) ≤ n

2n+2d
2. Equality holds if and only if µ assigns mass 1/(n + 1) to

each vertex of a regular n-simplex having diameter d.

Another proof of this theorem and its relation to Jung’s work [24] are discussed
in Appendix A. Recall that P0(Rn) denotes the set (1.9) of probability measures
with second moments and vanishing mean.

Corollary 2.2 (Mild repulsion with hard confinement is minimized only by unit
simplices). Fix α = +∞ and β ≥ 2. Let µ̂ ∈ P0(Rn) be a measure which equidis-
tributes its mass over the vertices of a unit n-simplex, and fix any measure µ ∈
P0(Rn) which is not a rotation of µ̂. Then EW∞,β (µ) > EW∞,β (µ̂). Thus the mini-
mum (1.6) is uniquely achieved by translations and rotations of µ̂.

Proof: Fix any measure µ ∈ P0(Rn) which is not a rotation of µ̂, and assume
diam[sptµ] ≤ 1, since otherwise EW∞,β (µ) = +∞ and the inequality holds trivially.
Since β ≥ 2 and |x| ≤ 1 imply βW∞,β(x) ≥ 2W∞,2(x) and equality holds when
|x| = 1, the uniqueness claim of Theorem 2.1 asserts

βEW∞,β (µ) ≥ 2EW∞,2(µ)

> 2EW∞,2(µ̂)

= βEW∞,β (µ̂).

Since EWα,β
is invariant under rigid motions and its minimizers have bounded di-

ameter [9] (or see (3.11) below), this shows only µ̂ and its translations and rotations
attain the infimum (1.6). QED
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3. Minimizing mild repulsion with strong attraction

We now turn to the question of extending this characterization of energy mini-
mizers to the large finite values of the attraction exponent α in the mildly repulsive
triangle α ≥ β ≥ 2. Recall minimizers µα,β of (1.6) are known to exist [14] and to
satisfy the Euler-Lagrange equation

(3.1) µ ∗Wα,β(x) ≥ EWα,β
(µ), with equality holding µ− a.e.

where

(3.2) (µ ∗W )(x) :=

∫
Rn

W (x− y)dµ(y),

see e.g. [32] [2] or Lemma 2.3 of [9]; our normalization
δEWα,β
δµ = 2µ∗W differs from

theirs by a factor of two. It is not hard to extend this to the hard confinement case
α = +∞. Setting

M̂ := argmin
P(Rn)

EW∞,β and M̂0 := M̂ ∩ P0(Rn),(3.3)

our strategy is to show a Γ-convergence result for the α→ +∞ limit, which implies
as in [6] that any sequence of centered minimizers µα,β ∈ P0(Rn) must approach the

n(n−1)/2 dimensional manifold M̂0 of minimizers for the limiting problem identified
in Corollary 2.2. Proposition 3.5 shows in what sense the associated potentials
Vα,β := µα,β ∗Wα,β converge subsequentially to some V∞,β . This combines with
the Euler-Lagrange equation (3.1) to imply all of the mass of µα,β must eventually

lie in a small neighbourhood of spt µ̂α for some µ̂α ∈ M̂0 as a corollary.
To verify convergence of minimizers to minimizers, we show the strong attrac-

tion problems Γ-converge to the hard confinement problem as α → +∞ in the
Kantorovich-Rubinstein-Wassestein metric d2 from optimal transportation [40]. Re-
call:

Definition 3.1 (Γ-convergence). A sequence Fi : M −→ R on a metric space
(M,d) is said to Γ-converge to F∞ : M −→ R if (a)

(3.4) F∞(µ) ≤ lim inf
i→∞

Fi(µi) whenever d(µi, µ)→ 0,

and (b) each µ ∈M is the limit of a sequence (µi)i ⊆M along which

(3.5) F∞(µ) ≥ lim sup
i→∞

Fi(µi).

The main virtue for us of this concept is that it implies argminM Fi cannot have
accumulation points as i→∞ outside of argminM F∞ [6].

For 1 ≤ p < +∞ let

Pp(Rn) := {µ ∈ P(Rn) |
∫
Rn

|x|pdµ(x) <∞}

denote the probability measures with finite p-th moments; let P∞(Rn) denote
the probability measures with bounded support. For µ, ν ∈ Pp(Rn) define the
Kantorovich-Rubinstein-Wasserstein metric

(3.6) dp(µ, ν) := inf
X∼µ,Y∼ν

‖X − Y ‖Lp ,

where the infimum is taken over arbitrary couplings of random variables X and Y
whose laws are given by µ and ν respectively. For p 6= ∞ the distance dp is well-
known to metrize narrow convergence (against continuous bounded test functions)
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together with convergence of p-th moments on Pp(Rn), e.g. Theorem 7.12 of [40].
Fixing p = 2 hereafter, we endow P0(Rn) ⊆ P2(Rn) with the metric d2.

Lemma 3.2 (Γ-convergence to hard confinement). Let α > β ≥ 2. The functionals
EWα,β

Γ-converge to EW∞,β on (P2(Rn), d2) as α→∞.

Proof: The construction step (3.5) is straightforward: assume µ ∈ P2(Rn) has
diam[sptµ] ≤ 1 since otherwise there is nothing to prove, and set µα := µ for all
α. Since Wα,β converges uniformly to W∞,β on |x| ≤ 1, it follows that EWα,β

(µ)→
EW∞,β (µ) as desired.

To show the ‘lower semicontinuity’ part (3.4) of Γ-convergence, suppose

0 = lim
α→∞

d2(µα, µ∞) and L := lim inf
α→∞

EWα,β
(µα) < +∞

since otherwise there is nothing to prove. Choosing a subsequence αi along which
EWαi,β

(µαi)→ L, we claim

(3.7) C := lim sup
i→∞

EWαi
(µαi) < +∞.

We assume the µαi have compact support (uniformly in i) without loss of generality,
since the general case follows by approximation; i.e. applying the estimate from the
remainder of the present paragraph to the normalized restrictions of {µαi}i to a
large ball BR(0), and then passing to the limit R→∞. Now for α > β ≥ 2 Jensen’s
inequality yields

(βEWβ
(µ))1/β ≤ (αEWα(µ))1/α,

whence

EWα,β
≥ EWα

− 1

β
(αEWα

)β/α.

Since β/α < 1 this implies the desired bound (3.7) follows from our hypothesis

EWαi,β
(µαi) → L; in fact C ≤ C̃, where C̃ = C̃(α, β, L) is the unique positive

number satisfying L = C̃ − (αC̃)β/α/β.
Having established (3.7) (even for sequences of measures with noncompact sup-

port), split W = W≤ +W> into a short-range and long-range part using

(3.8) W≤(x) :=

{
W (x) if|x| ≤ 1,
W (ê1) else,

so that both parts are continuous and W≤ is bounded. Since |W≤α | ≤ 1/α → 0 as
α→∞, we obtain

(3.9) lim sup
i→∞

EW>
αi

(µαi) = C <∞

from (3.7). Since W>
β (x)/W>

α (x)→ 0 on |x| > 1 as α→∞,

(3.10) lim sup
i→∞

EW>
β

(µαi) = 0

follows. Thus diam[sptµ∞] ≤ 1 and (3.10) also implies

EW∞,β (µ∞) = E−Wβ
(µ∞)

= lim
i→∞

E−Wβ
(µαi)

≤ L
as desired. QED
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Let wα,β(r) := rα/α − rβ/β be the potential on R+ for which Wα,β(x) =

wα,β(|x|). Let Rα,β = (αβ )
1

α−β be the unique R > 0 for which wα,β(R) = 0, and

note Rα,β ↘ 1 as α → ∞. A second variation calculation by the trio yields the
following diameter bound, Lemma 2.6 of [9]:

(3.11) diam[sptµ] ≤ Rα,β if µ ∈ argmin
P(Rn)

EWα,β
.

Corollary 3.3 (Narrow convergence of minimizers to unit simplices). Fix β ≥ 2.
Given ε > 0, taking α sufficiently large ensures that each µα,β ∈ argmin

P0(Rn)

EWα,β

satisfies d2(µα,β , M̂0) < ε where M̂0 is from (3.3).

Proof: The set of measures µ ∈ P0(Rn) satisfying the diameter bound diam[sptµ] ≤
Rβ,β := limα↘β Rα,β < ∞ and with barycenter at the origin is well-known to be
d2-compact, e.g. [40]. Since α > β implies Rα,β ≤ Rβ,β , the corollary becomes a
standard consequence of the Γ-convergence shown in Lemma 3.2 and the diameter
bound (3.11) as in Theorem 1.21 of [6]. QED

This corollary implies that for α large enough, most of the mass of a minimizer
µα,β lies near the vertices of a unit simplex (and is approximately equidistributed
amongst the n+ 1 vertices). In view of the Euler-Lagrange condition (3.1) the next
proposition and its corollary improve this statement to assert that all of the mass
of µα,β lies near the vertices of a unit simplex. They rely on the following lemma
concerning the potentials of the conjectured optimizers on the higher dimensional
generalization Ω ⊆ Rn of Reuleaux’s triangle:

Lemma 3.4 (Unit simplex potentials are minimized only at vertices). Fix β ≥ 2.
Let X = {x0, x1, ..., xn} be the set of vertices of a unit n-simplex ∆n ⊆ Rn, and

Ω :=
⋂n
i=0B1(xi). Define V : Ω ⊆ Rn → R by

(3.12) V (x) = −
n∑
i=0

|x− xi|β .

Then (a) X = argminΩ V and (b) when β = 2 then V has no local minima outside
X.

Proof. (b) Assume β = 2. It is clear that V is strictly concave in int(Ω) so has
no local minima there. Like the boundary of the simplex ∆n, which is a stratified
space whose strata consist of the relative interiors of unit simplices of all lower
dimensions, the boundary of Ω is a stratified space whose strata consist of open
pieces of round spheres of different radii and dimension; in both cases the zero
dimensional strata coincide with the vertices X of ∆n. The strategy of our proof is
to show strict geodesic concavity of the restriction of V to each of the strata of ∂Ω,
which ensures that V cannot admit local minima except at the zero-dimensional
strata.

Given x∗ ∈ ∂Ω \ X, we will show V cannot attain a local minimum at x∗. By
rearranging the indices if necessary, there is k ∈ {1, 2, ..., n− 1} such that

|x∗ − xi| = 1 for i = 0, 1, ..., k − 1,(3.13)

0 < |x∗ − xi| < 1 for i = k, k + 1, ..., n.(3.14)
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Recall that the simplex ∆k−1 := conv{x0, ..., xk−1} has radius rk−1 :=
√

k−1
2k ;

take the origin to be its center 1
k

∑k−1
i=0 xi without loss of generality. We claim the

intersection of spheres

(3.15) S := {x ∈ Rn | |x− xi| = 1 for i = 0, 1, ..., k − 1}.

lies in the subspace of Rn orthogonal to ∆k−1, and is in fact the intersection of

this subspace Σ := [∆k−1]⊥ with the sphere of radius R =
√

k+1
2k centered at the

origin.
Let us establish this claim before completing the proof of the lemma. For each

0 ≤ i < j ≤ k − 1, the pairwise intersection

|x− xi| = 1 = |x− xj |

lies in the hyperplane through the origin orthogonal to xi− xj ; this implies S ⊆ Σ.

At each point x ∈ S, it follows that the vectors {x−xi}k−1
i=0 are linearly independent.

The implicit function theorem then shows S to be a manifold of dimension n − k.
(It cannot be empty since x∗ ∈ S.) For x ∈ S, Pythagoras yields

|x− 0|2 = |x− x0|2 − |0− x0|2 = 1− r2
k−1 =

k + 1

2k
= R2

whence S ⊆ Σ ∩ ∂BR(0). Since both compact manifolds have the same dimension
and the larger of the two is connected, this inclusion becomes an equality and
establishes the claim.

Now S is a round n − k dimensional sphere containing x∗, xk, ..., xn. Moreover,
(3.14) shows x∗ lies in the relative interior of the n− k dimensional manifold-with-
boundary S ∩ ∂Ω. Choose any constant-speed geodesic curve γ(t) valued in S with
γ(0) = x∗, and let j ∈ {k, ..., n}. We find

d2

dt2

∣∣∣∣
t=0

|γ(t)− xj |2 = −2
d2

dt2

∣∣∣∣
t=0

xj · γ(t)

= −2xj · γ′′(0)

> 0,

where the inequality follows from the facts (i) that −γ′′(0) is a positive multiple of
x∗, hence is a linear combination with positive coefficients of {xk, . . . , xn} and (ii)
xi ·xj > 0 for all i = k, . . . , n (which follows from the fact that 〈êi−c, êj−c〉 = 1

k for

the standard simplex in Rn+1 using c = ( 1
k , . . . ,

1
k , 0, . . . , 0) in place of the origin).

When β = 2 this shows the function t 7→ V (γ(t)) is strictly concave around t = 0,
hence V cannot attain a local minimum at x∗, thus proving (b).

(a) Now suppose β > 2. For each x ∈ Ω and xi ∈ X we have |x− xi|β ≤ |x− xi|2,
and the inequality is strict unless |x− xi| ∈ {0, 1}. Thus

V (x) ≥ −
n∑
i=0

|x− xi|2

and the inequality is strict unless x ∈ X, where Remark 1.2 has been used. Part
(b) implies that this lower bound is minimized precisely on X, hence the same
conclusion follows for V . QED
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Proposition 3.5 (Convergence of potentials). Fix β ≥ 2. Given r > 0, taking α

sufficiently large ensures for each µα,β ∈ argmin
P0(Rn)

EWα,β
there exists µ̂ ∈ M̂0 such

that all minima of Vα,β := µα,β ∗Wα,β lie within distance r of spt µ̂. Moreover,

d2(µα,β , µ̂) = d2(µα,β , M̂0).

Proof: Fix µ̂ ∈ M̂0 and define X := spt µ̂ = {x0, . . . , xn} and its (open) r-
neighborhood

Xr :=

n⋃
i=1

Br(xi).

Given δ ∈ R, define

Ωδ :=

n⋂
i=1

B1+δ(xi).

Note Ω0 is a strict convexification of ∆n := conv(X) sharing the same “vertices”,
and Ω±δ are slight enlargements and reductions thereof.

By the rotational symmetry of the problem, it suffices to restrict our attention to
those minimizers µα,β ∈ argminP0(Rn) EWα,β

for which d2(µα,β , M̂0) = d2(µα,β , µ̂).
The narrow convergence shown in Corollary 3.3 implies that given ε > 0, taking α
large enough ensures that all such minimizers satisfy

(3.16) |µα,β(Br(xi))−
1

n+ 1
| < ε

n+ 1

for each xi ∈ X. Notice Ω0 is precisely the set where V∞,β := µ̂∗W∞,β is finite, and
the latter is strictly concave on Ω0, being a sum of n + 1 translates of −Wβ . The
proof of the proposition requires estimates for the convergence of Vα,β = µα,β∗Wα,β

to V∞,β in three different regions:

Exterior estimate: Given δ > 0 and R < ∞, taking α large enough ensures
Vα,β > R on Rn \ Ωδ.

Proof of exterior estimate: For each y ∈ Rn \ Ωδ there is x ∈ X such that
|x− y| ≥ 1 + δ. Note that wα,β(r) := rα/α − rβ/β converges uniformly to infinity
on [1 + δ/2,∞) as α → ∞. Now given ε < δ/2, taking α sufficiently large ensures
that µα,β(Bε(x)) ≈ 1

n+1 within the error ε. This implies, taking α larger if necessary,∫
Bε(x)

Wα,β(y − z) dµ(z) > 2R for all y with |y − x| ≥ 1 + δ.

On the other hand, since Wα,β ≥ −1/2 we have ν ∗Wα,β ≥ −1/2 on Rn for any
nonnegative measure ν with ν(Rn) ≤ 1. Hence we get∫

Rn

Wα,β(y − z) dµ(z) > 2R− 1/2 for all y with |y − x| ≥ 1 + δ.

Since this estimate holds for each x ∈ X, the exterior estimate is established.

Boundary estimate: Define A := ∪ni=0Ai, where Ai is the compact neighbourhood
of xi ∈ X given by the intersection of spherical annuli

Ai = Ai(δ, δ
′) :=

⋂
j 6=i

B1+δ(xj) \B1−δ′(xj).
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Figure 2. Relevant regions for the estimates.

For small δ, δ′ > 0, we claim taking α sufficiently large ensures

(3.17) min
Ωδ\A

Vα,β ≥ −2δ + min
Ω0\A

V∞,β .

Proof of (3.17): Decompose µα,β = µr + µ̃r into its restriction µr to Xr and its
complement. Taking α sufficiently large ensures µ̃r[R

n] ≤ δ according to (3.16).

Decompose Wα,β = W≤α,β + W>
α,β into its short range and long range parts as in

(3.8), noticing W>
α,β ≥ 0. Let x ∈ Ωδ \A. Observe that for sufficiently large α,

Vα,β(x) = (Wα,β ∗ µα,β)(x)

≥ (W≤∞,β ∗ µα,β)(x)

= (W≤∞,β ∗ µr)(x) + (W∞,β ∗ µ̃r)(x)

≥ (W≤∞,β ∗ µr)(x)− δ/2 since W≤∞,β ≥ −1/2 and µ̃r(R
n) ≤ δ,

≥ (W≤∞,β ∗ µ̂)(x)− δ for α large enough by Corollary 3.3,

≥ (W≤∞,β ∗ µ̂)(y)− 2δ for some y ∈ Ω0 \A,

since W≤∞,β is 1-Lipschitz, and for each x ∈ Ωδ \ A, there exists y ∈ Ω0 \ A such

that |x − y| ≤ δ (see figure 2). Taking the infimum over y ∈ Ω0 \ A and then over
x ∈ Ωδ \A yields the desired inequality (3.17).

Interior estimate: Vα,β converges uniformly to V∞,β on Ω−δ′′ for each δ′′ > 0.

Proof of interior estimate: Take δ > 0 small (e.g. δ < δ′′/8), and recall that for
sufficiently large α we have µα,β(Bδ/2(x)) ≈ 1

n+1 for every x ∈ X by (3.16). The

diameter bound (3.11) then implies, taking α larger if necessary, that

spt(µα,β) ⊆ Ωδ.

Note that for every x ∈ Ω−δ′′ and y ∈ Ωδ, we have |x−y| ≤ 1−δ′′/2. Recall wα,β →
w∞,β uniformly on [0, 1] as α → ∞. These facts, plus the narrow convergence of
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µα,β to µ̂ from Corollary 3.3, imply

max
x∈Ω−δ′′

|Vα,β(x)− V∞,β(x)|

= max
x∈Ω−δ′′

|(Wα,β ∗ µα,β)(x)− (W∞,β ∗ µ̂)(x)|

≤ max
x∈Ω−δ′′

|((Wα,β −W∞,β) ∗ µα,β)(x)|+ max
x∈Ω−δ′′

|(W∞,β ∗ (µα,β − µ̂))(x)|

< ε

for α sufficiently large, given ε > 0. This proves the interior estimate.

Now we prove the proposition. Given r > 0, take δ, δ′ > 0 sufficiently small that
A = A(δ, δ′) ⊆ Xr. Recall that the limiting potential V∞,β is continuous and strictly
concave on Ω0, +∞ outside, and attains its minimum value ω = V∞,β(x0) precisely
on X by Lemma 3.4. Notice f(δ′) = minΩ0\A V∞,β is independent of δ > 0 and
increases continuously with δ′ ≥ 0 from f(0) = ω. Take δ smaller if necessary so
that 2δ < f(δ′)− ω. For α sufficiently large the boundary estimate yields

(3.18) min
Ωδ\A

Vα,β > ω.

The interior estimate guarantees that by taking δ′′ sufficiently small and α suffi-
ciently large, we can make minΩ−δ′′ Vα,β as close to ω as we please — less than

(3.18) in particular. Taking α larger if necessary ensures the values of Vα,β outside
Ωδ are all larger than (3.18). In this case the minimum of Vα,β can only be attained
in A ⊆ Xr. QED

Corollary 3.6 (Optimizers vanish outside some neighbourhood of a unit sim-

plex). Fix µ̂ ∈ M̂0, β ≥ 2 and r, ε ∈ (0, 1/2). If α is sufficiently large and

µ ∈ argminP0(Rn) EWα,β
with d2(µ, µ̂) = d2(µ, M̂0) then

∑
i µ(Br(xi)) = 1 and

|µ(Br(xi))− 1
n+1 | <

ε
n+1 for each xi ∈ spt µ̂ := {x0, . . . , xn+1}.

Proof: The estimate (3.16) was verified in the course of proving Proposition 3.5,
which also asserts that the potential V := µ ∗Wα,β is not minimized outside of
Xr := ∪x∈spt µ̂Br(x). But the Euler-Lagrange equation (3.1) established by the
quartet and trio shows that µ vanishes outside argminRn V ⊆ Xr. Since r < 1/2
implies that Xr is a union of n+ 1 disjoint balls, we conclude

∑
i µ(Br(xi)) = 1 as

desired. QED

4. Identifying local and global energy minimizers

This section is devoted to the proof of our two main results, Theorems 1.6 and
1.3, which identify d∞-local energy minimizers throughout the mildly repulsive
triangle α > β ≥ 2 and characterize the global energy minimizers for large α in
this range. The key to both results is the following localization theorem based on
second variation, which allows us to improve on the conclusion of Corollary 3.6. Its
proof consists of a comparison showing that if the support of measure µ lies in a
sufficiently small (say r > 0) neighbourhood of the vertices X of a unit n-simplex,
then for each x ∈ X, the energy of µ can be reduced by concentrating all of its mass
in Br(x) at the center of mass of the restriction of µ to this ball. This is done by
establishing a uniformly convex lower bound for the potential µ∗W at its minimum
in Br(x), which allows us to estimate the local variance to be zero for any local
energy minimizer µ, hence all of its mass there to concentrate at a single point.
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A byproduct of this same argument shows the points form a top-dimensional unit
simplex. Thus there are d∞-local energy minimizers µ concentrating all of their
mass on the vertices of a unit simplex (and the mass is nearly equidistributed in
the case of a global energy minimizer). For the latter case, a comparison with facts
we have already proved then allows us to remove the adjective ‘nearly’.

Theorem 4.1 (Energetic localization of mass to a unit simplex). Fix mn ≥
. . .m1 ≥ m0 > 0 with

∑n
i=0mn = 1, β∗ > β ≥ 2, and the set X = {x0, x1, . . . , xn} ⊆

Rn of vertices of a unit n-simplex. If 0 < ρ ≤ m0m1/m
2
n and

(4.1) α∗ :=

{
β∗ + 2(β∗ − β) if β > 2,
β∗ + 2(β∗ − β) + ρ−1 min{n, 2} if β = 2,

then there exists r = r(β∗, β, ρ, n) > 0 so that the following holds: if α > α∗

and µ, µ̂ ∈ P(Rn) with d∞(µ, µ̂) ≤ r and EWα,β
(µ) ≤ EWα,β

(µ̂), and if µ̂ vanishes
outside X but mi = µ̂[{xi}] > 0 for each i = 0, 1, . . . , n, then µ is a rotated translate
of µ̂.

Proof: First assume β∗ > β > 2 and α > α∗ = β∗ + 2(β∗ − β) and 0 < ρ ≤
m0m1/m

2
n and set 2η := α∗ − β∗. For r > 0 small enough (to be determined later,

and independently of α), let µ, µ̂ ∈ P(Rn) satisfy all the hypotheses of the theorem,
so that

(4.2) µ̂ =

n∑
i=0

miδxi .

Let µi be the restriction of µ to Br(xi). For r < 1/2, the hypothesis d∞(µ, µ̂) < r
implies µi(R

n) = mi and µ =
∑n
i=0 µi.

Let us abbreviate W = Wα,β and w = wα,β , and consider the energy difference
F (µ) := EW (µ) − EW (µ̂) ≤ 0 (which is non-positive by hypothesis). With i, j =
0, 1, . . . , n we observe

F (µ) =

n∑
i=0

[ ∫
(µi ∗W )dµi +

∑
j 6=i

∫∫ (
W (x− y)− w(1)

)
dµj(x)dµi(y)

]
.(4.3)

Let νi := µi/mi be the normalization of µi. Since β > 2, given any ε > 0 there
exists r = r(ε) > 0 such that W (x) ≥ −ε|x|2 in Br(0). Hence for every i,∫

(µi ∗W )dµi ≥ −m2
i ε

∫∫
|x− y|2dνi(x)dνi(y)(4.4)

= −2m2
i εVar(νi)

where Var(νi) is the variance (1.7) of νi.
Since α > α∗, the computation

[wα,β(s)− wα,β(1)]− [wα∗,β(s)− wα∗,β(1)] = wα,α∗(s)− wα,α∗(1)

≥ 0

shows wα,β(x) − wα,β(1) to be a non-decreasing function of α. Noting w′′α∗,β(1) =

α∗ − β > 2η > 0, taking s0 > 0 small enough (depending on α∗ and β but not α)
yields

wα,β(s)− wα,β(1) ≥ wα∗,β(s)− wα∗,β(1)

≥ η(s− 1)2 on [1− s0, 1 + s0].
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Now define ζ(z) := (|z|−1)2. Since |xi−xj | = 1, for r small enough that zi ∈ Br(xi)
and zj ∈ Br(xj) implies ||zi − zj | − 1| ≤ s0, we have

n∑
i=0

∑
j 6=i

∫∫ (
W (zi − zj)− w(1)

)
dµj(zj)dµi(zi)(4.5)

≥ ηm0m1

n∑
i=0

∑
j 6=i

∫∫
ζ(zi − zj)dνj(zj)dνi(zi).

To estimate the integrand, let yi := x̄(νi) be the barycenter (1.8) of νi. Let

vi := zi − yi, ∆vij := vi − vj , ∆ŷij :=
yi−yj
|yi−yj | , etc. Then

|∆zij | =
√
|∆yij |2 + 2〈∆yij ,∆vij〉+ |∆vij |2

= |∆yij |+ 〈∆ŷij ,∆vij〉+O(|∆vij |2)

whence |vi| ≤ 2r, |∆vij | ≤ 4r, and ||∆yij | − 1| ≤ 2r imply

ζ(∆zij) =(|∆yij | − 1)2 + 2(|∆yij | − 1)〈∆ŷij ,∆vij〉+ 〈∆ŷij ,∆vij〉2

+O(r|∆vij |2)

and ∫∫
ζ(∆zij)dνi(zi)dνj(zj) = (|∆yij | − 1)2(4.6)

+

∫∫
[〈∆ŷij ,∆vij〉2 +O(r|∆vij |2)]dνi(zi)dνj(zj);

here the error term does not depend on any parameters except through its argument.
From ∆vij = vi − vj we compute∫∫
〈∆ŷij ,∆vij〉2dνi(zi)dνj(zj) =

∫
〈∆ŷij , vi〉2dνi(zi) +

∫
〈∆ŷij , vj〉2dνj(zj)

and
n∑
j=1

∫
〈∆ŷ0j , v0〉2dν0(z0) =

∫
〈v0, A0v0〉dν0(z0)

where the matrix A0 is given by

(4.7) A0 =

n∑
j=1

y0 − yj
|y0 − yj |

⊗ y0 − yj
|y0 − yj |

.

In case yj = xj for all j = 0, 1, . . . , n, a direct calculation using a scaled copy
of the standard n-simplex (1.10) in Rn+1 shows A0 has 1/2 as an eigenvalue of
multiplicity n− 1 and n+1

2 as a simple eigenvalue. In this case A0 ≥ Id /min{n, 2}
in the sense that the difference of the two matrices is non-negative definite, where
Id is the n× n identity matrix. More generally, |yj − xj | ≤ r for all j, from which

it follows that A0 ≥ 1+O(r)
min{n,2} Id. Thus

(4.8)

n∑
j=1

∫
〈∆ŷ0j , v0〉2dν0(z0) ≥ Var(ν0)

min{2, n}
(1 +O(r))
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and
n∑
i=0

∑
j 6=i

∫∫
〈∆ŷij ,∆vij〉2dνi(zi)dνj(zj) ≥

2 +O(r)

min{n, 2}

n∑
i=0

Var(νi).

Noting also ∫∫
|∆vij |2dνidνj = Var(νi) + Var(νj),

from (4.6) we deduce

n∑
i=0

∑
j 6=i

∫∫
ζ(∆zij)dνi(zi)dνj(zj)

≥
n∑
i=0

 2 +O(r)

min{n, 2}
Var(νi) +

∑
j 6=i

(|∆yij | − 1)2

 .
Recalling (4.5), choose λ < 2

min{n,2} and take r > 0 smaller if necessary (depending

on λ) to obtain

n∑
i=0

∑
j 6=i

∫∫
(W (∆zij)− w(1))dµi(zi)dµj(zj)

≥ ηm0m1

n∑
i=0

λVar(νi) +
∑
j 6=i

(|∆yij | − 1)2

 ,
where the new constant absorbs the O(r) term. With (4.3)–(4.4) this gives

(4.9) F (µ) ≥ ηm0m1

n∑
i=0

(λ− 2ε

ηρ
)Var(νi) +

∑
j 6=i

(|∆yij | − 1)2

 .
For 0 < 2ε < ηλρ, choosing r small enough (depending on (α∗, β, ρ) and our choice
of (λ, ε)), validates the above arguments, forcing the coefficient of Var(νi) in the
summation above to be positive for all i. Now since F (µ) ≤ 0 by assumption,
this leads to the conclusion Var(νi) = 0 and |yi − yj | = 1 for each distinct i, j ∈
{0, 1, . . . , n}. Thus

(4.10) µ =

n∑
i=0

miδyi

and the barycenters yi form a unit n-simplex. We infer µ is obtained from µ̂ by a
slight translation and/or rotation, in view of Remark 1.2. This concludes the case
β > 2.

Now suppose β = 2. In this case, no matter how small r > |x| > 0 is, we will not
have W (x) ≥ −ε|x|2 unless ε ≥ 1/2. However, we may take ε = 1/2 in the preceding

argument. To compensate, we will need ηρ > 1
λ >

min{n,2}
2 , or equivalently

2η = α∗ − β∗ > min{n, 2}
ρ

.(4.11)

This follows from our choice (4.1) of α∗. Now the foregoing argument implies the
same conclusion. QED
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As a first application, we show that all measures on the vertices of a unit n-
simplex are strict d∞-local energy minimizers in the following sense.

Definition 4.2 (Strict d∞-local energy minimizer). Given α > β ≥ 2, a measure
µ̂ ∈ P(Rn) is a strict d∞-local energy minimizer of EWα,β

if there exists r > 0 such
that d∞(µ, µ̂) < r implies EWα,β

(µ) ≥ EWα,β
(µ̂), and equality holds only if µ is a

rotated translate of µ̂.

Theorem 1.6 follows directly from:

Corollary 4.3 (All distributions over unit simplex vertices are d∞-local energy
minimizers). Fix mn ≥ · · · ≥ m1 ≥ m0 > 0 summing to one, β∗ > β > 2, α∗, and
r as in Theorem 4.1 and the set X := {x0, x1, . . . , xn} ⊆ Rn of vertices of a unit
n-simplex. If µ̂ ∈ P(Rn) satisfies (4.2), then α > α∗ implies µ̂ is a strict d∞-local
minimizer of EWα,β

on P(Rn); i.e. there exists r > 0 such that rotated translates of
µ̂ uniquely minimize EWα,β

among measures µ ∈ P(Rn) satisfying d∞(µ, µ̂) < r.

Proof: First assumeX = spt µ̂. Under the hypotheses of the corollary, if d∞(µ, µ̂) <
r but EWα,β

(µ) < EWα,β
(µ̂), Theorem 4.1 asserts that µ is a rotated translate of

µ̂, contradicting the invariance of EWα,β
under such symmetries. This contradiction

forces the desired conclusion: EWα,β
(µ) ≥ EWα,β

(µ̂). If EWα,β
(µ) = EWα,β

(µ̂), Theo-
rem 4.1 asserts µ is a rotated translate of µ̂. QED

Theorem 4.1 shows that we can choose α as close to β as we please in this
corollary unless β = 2, and even when β = 2 we need not choose α very large unless
m := minimi is very small. When β = 2 we can reformulate the theorem as an
estimate for a phase transition threshold:

Corollary 4.4 (Centrifugal threshold for strict d∞-local minimizers). Take β = 2,
X ⊆ Rn and µ̂ ∈ P(X) as in Theorem 4.1, with the mass mi of µ̂ at each vertex
xi in X satisfying bounds 0 < m0 ≤ m1 ≤ · · · ≤ mn. Then there exists a smallest
αloc∆n = αloc∆n(m0, . . . ,mn) ≥ 2 such that for each α > αloc∆n , the measure µ̂ is a strict
d∞-local energy minimizer. Moreover,

(4.12) αloc∆n ≤ 2 +
m2
n min{n, 2}
m0m1

.

Proof: As in Corollaries 1.4 and 4.3, the existence of αloc∆n ∈ [β,∞] is obvious;
Theorem 4.1 implies the bound (4.12). QED

Remark 4.5 (Sharpness). When (β, n) = (2, 1), taking m0 = m ≤ 1
2 and mn =

m1 = 1−m, results of Kang, Kim, Lim and Seo [25] show the bound (4.12) becomes
an equality αloc∆1 := 1 + 1

m . When β = 2 ≤ n but m0 = mn, the linear instability
found for α < 4 by Sun, Uminsky and Bertozzi [37] strongly suggests that equality
also holds in the bound αloc∆n( 1

n+1 , . . . ,
1

n+1 ) ≤ 4.

A last but not least application will be to derive our main result on global
minimizers, Theorem 1.3, restated here for the reader’s convenience:

Corollary 4.6 (Optimizers equidistribute over the vertices of a unit simplex).

Given β ≥ 2, taking α sufficiently large and M̂ from (3.3) ensures

argmin
P(Rn)

EWα,β
= M̂.
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Proof: Fix 0 < ε = β∗ − β < 1, let α∗ and r = r(β∗, β, ( 1−ε
1+ε )

2, n) > 0 be as in
Theorem 4.1. Taking α > α∗ large enough and µ ∈ argminP(Rn) EWα,β

, Corollary
3.6 yields µ vanishing outside the neighbourhood of radius r around the vertex
set X = {x0, . . . , xn} of a unit n-simplex, and with mi := µ[Br(xi)] satisfying
|(n + 1)mi − 1| ≤ ε for each i = 0, 1, . . . , n. The measure µ̂ ∈ P(X) from (4.2)
then satisfies d∞(µ, µ̂) ≤ r and the choice of µ ensures EWα,β

(µ) ≤ EWα,β
(µ̂).

Theorem 4.1 now asserts µ is a translated rotation of µ̂, hence µ̂ is also a global
energy minimizer. However, for measures ν ∈ P(Rn) vanishing outside X, we have

EWα,β
(ν) = (1− β

α )EW∞,β (ν). Corollary 2.2 shows the latter functional is minimized

precisely by translations of the measures in M̂0 = M̂ ∩ P0(Rn). Thus we conclude

some translate of µ̂ (and of µ) lies in M̂0 as desired, or equivalently that µ[{x}] =
1

n+1 for all x ∈ sptµ. QED

Appendix A. Isodiametry, variance, and regular simplices

Our variational characterization of the unit simplex, Theorem 2.1, was discovered
using convex analysis and duality in [29]. However, it turns out to be closely related
to a classical result of Jung [24], for which a modern proof can be found in Danzer,
Grünbaum and Klee [16]:

Theorem A.1 (Jung). Let K ⊆ Rn be compact with diam(K) = 1. Then K is

contained in a closed ball of radius rn =
√

n
2n+2 . Moreover, K contains the vertices

of a unit n-simplex unless it lies in some smaller ball.

In our companion work we showed that our characterization implies Jung’s the-
orem [29]. In this appendix we show instead that our characterization follows from
Jung’s theorem, so that the two results are in some sense equivalent. We are grateful
to an anonymous seminar participant for drawing our attention to Jung’s work, and
to Tomasz Tkocz [38] who subsequently observed independently from us that our
characterization could be inferred using Jung’s theorem. Let us begin with an ele-
mentary geometric result based on Lemma 3.4, which concerns higher dimensional
generalizations Ω ⊆ Rn of Reuleaux’s triangle and tetrahedron.

Lemma A.2 (On Reuleaux simplices). If ∆ ⊆ Rn is the set of vertices of a unit

n-simplex centered at z ∈ Rn and Ω := ∩x∈∆B1(x), then ∆ = Ω ∩ ∂Brn(z) where
Br(x) denotes the ball of radius r centered at x.

Proof. Let ∆ = {x0, . . . , xn} ⊆ Rn be the vertices of a unit n-simplex centered at
z = 1

n+1

∑
xi. Any vectors y0, . . . , yn in a Hilbert space H satisfy

|
n∑
i=0

yi|2 +
∑

0≤i<j≤n

|yi − yj |2 = (n+ 1)

n∑
i=0

|yi|2.

Given an arbitrary point x ∈ Ω := ∩x∈∆B1(x), taking yi = 1
n+1 (x−xi) andH = Rn

the identity above yields

|x− z|2 +
n

2n+ 2
=

1

n+ 1

n∑
i=0

|x− xi|2.

Estimating the right hand side with Lemma 3.4(a) yields |x−z|2 ≤ r2
n, with equality

if and only if x ∈ ∆. Thus Ω ⊆ Brn(z) and ∆ = Ω ∩ ∂Brn(z) as desired. �
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Proof of Theorem 2.1 using Theorem A.1. The representation (1.10) shows

the vertices of a standard n-simplex of diameter
√

2 lies on a unique sphere of radius
rn
√

2; thus the vertices of a unit n-simplex lies on a (unique) sphere of radius rn.
Assume d = 1 without loss of generality hereafter. Any probability measure µ∗

which assigns mass 1/(n + 1) to each vertex of a unit n-simplex therefore has
the desired variance r2

n. Conversely, let µ ∈ P(Rn) have support K = sptµ with
diam[K] ≤ 1. Jung’s theorem then asserts K is enclosed by a sphere S = ∂Br(z) of
radius r ≤ rn centered at some z ∈ Rn, and that r < rn unless K contains a unit
n-simplex. The familiar computation

(A.1) Var(µ) + |x̄(µ)− z|2 =

∫
K

|x− z|2dµ(x) ≤ r2 ≤ r2
n

shows Var(µ) ≤ r2
n. We conclude equidistribution µ∗ over the vertices of the unit

n-simplex has maximal variance subject to the unit diameter constraint on its
support. Also, (A.1) shows Var(µ) < r2

n unless x̄(µ) = z and r = rn. Thus µ
has smaller variance than µ∗ unless K contains the vertices of a unit n-simplex
∆ := {x0, . . . , xn} ⊆ K.

We henceforth assume Var(µ) = r2
n, so ∆ ⊆ K = sptµ and x̄(µ) = z. From

Var(µ) = r2
n and sptµ ⊆ Brn(z) we conclude the full mass of µ lies at distance

rn from its barycenter z = x̄(µ), i.e. K ⊆ S = ∂Brn(z). On the other hand,

diam(K) ≤ 1 and ∆ ⊆ K implies K ⊆ Ω where Ω := ∩ni=0B1(xi). Lemma A.2
therefore implies K = sptµ ⊆ S∩Ω = ∆. Now there is a familiar bijection between
the convex hull conv(∆) and convex combinations of its vertices, c.f. Remark 2.5
[29]. The only convex combination of the vertices of ∆ having barycenter at z
assigns equal weights 1/(n + 1) to each vertex. From x̄(µ) = z = 1

n+1

∑n
i=0 xi we

deduce µ = 1
n+1

∑n
i=0 δxi as desired. QED
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[1] G. Albi, D. Balagué, J. A. Carrillo, and J. von Brecht. Stability analysis of flock and mill

rings for second order models in swarming. SIAM J. Appl. Math., 74 (2014) 794–818.
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[18] Klemens Fellner and Gaël Raoul. Stable stationary states of non-local interaction equations.

Math. Models Methods Appl. Sci., 20 (2010) 2267–2291.

[19] R. C. Fetecau and Y. Huang. Equilibria of biological aggregations with nonlocal repulsive-
attractive interactions. Phys. D, 260 (2013) 49–64.

[20] R. C. Fetecau, Y. Huang, and T. Kolokolnikov. Swarm dynamics and equilibria for a nonlocal

aggregation model. Nonlinearity, 24 (2011) 2681–2716.
[21] Rupert L. Frank and Elliott H. Lieb. A “liquid-solid” phase transition in a simple model for

swarming, based on the “no flat-spots” theorem for subharmonic functions. Indiana Univ.
Math. J., 67 (2018) 1547–1569.

[22] Rupert L. Frank and Elliott H. Lieb. Proof of spherical flocking based on quantitative

rearrangement inequalities. To appear in Ann. Sc. Norm. Super. Pisa Cl. Sci. (5). Also
https://arxiv.org/abs/1909.04595

[23] Darryl D. Holm and Vakhtang Putkaradze. Formation of clumps and patches in self-

aggregation of finite-size particles. Phys. D, 220 (2006) 183–196.
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