MAT?247 Algebra 11

Assignment 1

Solutions
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(nonzero) eigenspace of A. (Here take F = RR.)

(b) Let La : R? — R? be the map given by La(x) = Ax. Give a basis B of R? such that [Lalp
is diagonal. No explanation is necessary.

(c) Let x = (a b)* (where t denotes the transpose). Find a formula for A™x.

(d) Let (a,) be the Fibonacci sequence, defined by a; =1, a, =2, and a, = an_1 + an_, for
n > 3. Find a non-recursive formula for a,. (Suggestion: For n > 1, set x, = (a, an:+1)". Then
Xn = AXn_1.)

1. (a)LetA = . Find the characteristic polynomial, eigenvalues, and a basis for each

Solution: (a) One easily calculates pa(t) = det(A —tI) = t* —t— 1. It has two real roots, and
hence two eigenvalues, Ay = (1 + v/5)/2 (this means A, = (1 ++/5)/2and A_ = (1 —/5)/2).

Denote the eigenspaces of A, respectively by E.. Then {v,} withv, = (; ) is a basis for
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(c) Let P = (v, v_) (i.e. the first column of P is v, and its second column is v_). Let y be the
standard basis of R?. Then [I]} = P (with f as in (b) and I the identity map on R?), and by the
change of basis formula

(b) Let B = {v,,v_}. Then [Lalg =

A = [Laly = [I}[Lalg M8 = P[LAIGP,

so that for any integer n,

w. ‘I n _
A" = (PILAlgP)" in([LA]B)“PEm(L ?\1> (Ao* ﬁt) (—}\M 11>'

We leave it to the reader to simplify this and write A™(a b)".
(d) Let x,, be as in the suggestion. Then from the definition of the sequence (a,) one sees
that x, = Ax,_; for each n. Using this successively we see that

Xn=Axp 1 = A%xy o == AV 'x,.

Substituting A" from part (c) and x; = (;

AT AL —2) A" T (AL —2)
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so that (comparing the first entries)

CANTTAL=2) =AML - 2)

A — AL
1

) after simplification we get

an



REMARK. (1) The expression above can be simplified to
}\nJr] _ An+1
(1) ap=———
V5
To get this nicer expression directly, add the two terms a_; = 0 and ay = 1 to the

sequence. Then setting x, = (a, an,1)' for n > —1, we have x,, = A™x_;. The above
procedure will directly result in Eq. (1).

(2) Using the formula we found for a,, since [A_| < 1, we easily see a;‘—;‘ — AL = (1+V5)/2.

The number (1++/5)/2 is called the golden ratio, which has a long and rich history. You
should read about it on Wikipedia.

2. Let V be a finite-dimensional vector space over a field F of characteristic # 2. Let T: V — V
be a linear operator satisfying T> = I (where T? means the composition T o T and 1 is the iden-
tity map on V). Show that T is diagonalizable. (Suggestion: Show that V = E; ©® E_;, where
E\ = ker(T — Al) is the eigenspace for A.)

Solution: Following the suggestion we will show that we have a decomposition V = E; &
E_;. This will prove the result, as if 31 is a basis of E1;, then 3, U 3. will be a basis of V which
consists of eigenvectors of T.

To show that V = E; @ E_;, we need to show that (i) V=E; + E_;,and (ii) E; N E_; = 0. For
(i), givenv € V, since char(F) # 2, we can write vas v = v, +v_, where

v+ T(W) N _v—T(v)
VJ,_ —_— 2 ) - 2 M
Using the fact that T2 = I one easily check that v, € E; and v_ € E_;. For (ii), letv € E; N E_;.

Then T(v) =v(asv € Ey) and T(v) = —v (asv € E_;). Thus v = —v, or in other words 2v = 0.
Since 2 # 0 is our field, this implies v = 0.

3. LetFbeafield and A € M, «n(F). Show that A is diagonalizable over F (which by defini-
tion, means that the map L, : F* — F" given by v — Av is diagonalizable) if and only if there
exists a matrix Q € M« (F) such that Q'AQ is diagonal.

Solution: Throughout the solution L, : F* — F" is the map left multiplication by A.

Suppose A is diagonalizable over F. Then there exists a basis B = {vi,...,v,} of F" the
elements of which are eigenvectors of A. Then the matrix [La]g is diagonal (why?). Let Q €
My xn(F) be the matrix whose j-th column is v;. Then the change of basis formula implies
Q'AQ = [Laly (why?).

Conversely, suppose there exists a matrix Q € M« (F) such that Q'AQ is diagonal. Let
v; be the j-th column of Q. Then 3 = {vi,...,v,}is a basis of F* (why?). By the change of basis
formula [Lals = Q'AQ. In particular, [La]g is diagonal, hence L, is diagonalizable, i.e. A is
diagonalizable over F.

4. (a)Let V be a vector space over C. Then V can also be considered as a vector space over R.
Show that if {v,...,v,}is a basis of V over C, then {vy,...,Vv,,1ivy,...,1v,} is a basis of V over
R. (In particular, if V has dimension n as a complex vector space, then it has dimension 2n as a
real vector space.)

(b) Let V be an n-dimensional vector space over Cand T : V — V a linear operator. Let f(t)
be the characteristic polynomial of T; thus f(t) is a polynomial of degree n with coefficients in
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C. Let g(t) be the characteristic polynomial of T, considered as a linear operator on the under-
lying real vector space. Thus g(t) is a polynomial of degree 2n with real coefficients (by (a)).
Prove that g(t) = f(t)f(t), where bar denotes complex conjugation. (The complex conjugate of
a polynomial is the polynomial obtained by taking the complex conjugates of the coefficients.
That is, if f(t) = 3_ a,t", then f(t) := }_a;t".)

Solution: (a) Lety = {vq,...,vn, iv1, e ,ivn}. We first show thaty spans V over R. Letv € V.
Since 3 spans V over C, there exist a;,...,a, € Csuch thatv = Z ajvj. Writing a; = b; + ic;

with bj,¢; € R, we have v = Z b;v; + Z cj(ivj), so that v is in the span of y.

Now we show v is hnearly mdependent over R. Suppose bj, ¢; (1 < j < n)are real numbers
such that ) bjv; + Y c¢;(iv;) = 0. Then this can be rewritten as } (b; 4 icj)v; = 0. The linear

j j j
independence of the v; over C implies that b; + ic; = 0 for all j, which in turn implies that
b; = ¢; = 0 for all j.

(b) Let B = {vi,...,vn} be a basis of V over C. Denote the matrix of T with respect to 3 by
A; it is an element of M, (C). Write A = B +iC with B, C € M, «n(R). (Denoting the k{ entry
of a matrix M by M, we have Ay = By + 1Cyy.)

Lety = {vi,...,Vn,1v1,...,1vq}. By (a), v is a basis of V over R. We find the matrix of T
(considered as a real linear transformation) with respect to y. For { < n, we have

V) = Z AV = Z Bievi + Z Cie(ivy)
X X X

and
N C- lmearlt ofT .
T(ive) ’ Z A = Z —Cr)vie + Z B (ivi).
k

m=(e %)

(this is an element of My, 2, (R)). The characteristic polynomial of T as a real operator is thus

B—tI —C
g(t) = det([T], —tI) = det ( C B_ tl) .

(With abuse of notation we are using the same notation for the n x n and 2n x 2n identity
matrices, but this should not lead to any confusion.) The matrix [T}, —tI is a matrix with entries
in the polynomial ring R[t] (or the functlon field R(t)). We can “extend the scalars” and think
of [T], —tI as a matrix with entries in C[t] (or if you prefer, C(t)). The determinant det([T], —tI)
is the same no matter if the matrix [T], — tI is regarded as a matrix with entries in R[t] or C[t].
Recall that adding a scalar multiple of a row (resp. column) to another row (resp. column) does
not change the determinant. By our previous observation, we may use scalars in C for this (in

Thus

fact, C(t) if we wish). Adding i times rowsn + 1,...,2n respectively to rows 1,...,n and then
adding —i times columns 1,...,n to columns n +1,...,2n, we have
. (B—tl —C\ . (B+iC—tI —C+Bi—til\ _  (B+iC—tI 0
9(t)—det( C B—tI>_det< C B—tI >—det< C B—Ci—tI)'

Denoting by A the matrix obtained by taking the complex conjugates of the entries of A (i.e.
A =B — Ci)), we thus have

g(t) "™ det(B +iC — tI) det(B — Ci— tI) = det(A — tI) det(A — tI) Sectheremarkbelow 5y
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as desired.

REMARK. Let A € M, (C). Then we have the following relation between the characteris-
tic polynomials pa(t) and px(t) of A and A:

pa(t) =Pal(t)
(where as in the problem the complex conjugate of a polynomial is obtained by taking complex
conjugates of the coefficients). Here is one way to see this: Let p : C[t] — C[t] be the map
given by p(f(t)) = f(t). Then a straightforward computation using the facts z +w =z +w and
zw = zzforz,w € Cshows that p(f(t)+g(t)) = p(f(t))+p(g(t)) and p(f(t)g(t)) = p(f(t))p(g(t))
(that is, p is a ring homomorphism). For simplicity of notation, let B = A — tI. Then

fA(t) = Z SgTL(O')Bm(]) e Bno‘(n)o
0ESH
Using the fact that p is a ring homomorphism, we get
falt) = p(fa(t) = Y sgn(0)p(Biomn) - - - P(Brotn))-

0ESH
The expression on the right is just px(t).
5. LetFbeafield and V a finite-dimensional vector space over F. Let V" denote the dual space
of V (i.e. V" is the set of all linear maps V — F, with addition and scalar multiplication defined
as follows: given f,g € V" and ¢ € F, the maps f+ g : V — Fand cf : V — F are given by
(f+g)(v) = f(v) + g(v) and (cf)(v) = c - f(v)). Let T : V — V be a linear operator. Then given
any f € VY, being a composition of linear transformations, f o T : V — Fis also linear. Let T*
(called the transpose or the dual of T) be the map V¥ — V" defined by T'(f) = fo T. You can
check that T' is indeed linear (but you don’t have to include the argument in your solution).

Show that the characteristic polynomials of T and T' are equal. (Suggestion: Let 3 be a basis of
V. Let y be the basis of V¥ dual to . Try to relate [Tl and [T",.)

Solution: Let  be a basis of V and 7y be the basis of V" dual to 3. We will show that
[TY], = ([T]g)*. This will prove the result, as then the two matrices [T"], —tI and [T]z — tI (with
entries in F[t]) are transposes of one another, and hence have the same determinant.

Let § = {vi,...,vn}. Then (by definition) y = {v;",...,v,"}, where v;" : V — F is the linear

map satisfying
1 ifj=1i
v . =
virtvi) {0 ifj # i,
Let [T]g = (Ay) and [T"], = (By;). The goal is to show B;; = A;;. We have
Tv(Vjv) = Z Bkjvkv.
K
Evaluating both sides at v; , in view of T"(v;") = v;” o T and the definition of the vi’, we get
Vjv(T(Vi)) = By
(as vi.’(vi) = 0 for k # 1). On the other hand, we have
v (T(wi)) = Vjv(Z Axivid) = Aji.
K



