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Chapter 6 

Distributions 

6. 1 INTRODUCTION 

The notion of a weak derivative is an indispensable tool in dealing with 
partial differential equations . Its advantage is that it allows one to dispense 
with subtle questions about differentiation, such as the interchange of partial 
derivatives . Its main point is that every locally integrable function can 
be weakly differentiated indefinitely many times, just as though it were a 
C00-function. The weakening of the notion of a derivative makes it easier 
to find solutions to equations and, once found, these 'weak' solutions can 
then be analyzed to find out if they are , in fact , truly differentiable in 
the classical sense . An analogy in elementary algebra might be trying to 
solve a polynomial equation by rational numbers . It is extremely important , 
at the beginning of the investigation, to know that solutions always exist 
in the larger category of real numbers ; many techniques are available for 
this purpose, e .g. Rolle's theorem, that are not available in the category 
of rationals . Later on one can try to prove that the solutions are , in fact , 
rational . 

A theory developed around the notion that every Lf0c-function is differen­
tiable is the theory of distributions invented by [Schwartz] (see [Hormander] , 
[Rudin, 1991 ] , [Reed-Simon, Vol. 1 ] ) .  Although we do not present some of 
the deeper aspects of this theory we shall state its basic techniques . In the 
following, for completeness , we define distributions for an arbitrary open set 
n in ]Rn but , in fact , we shall mainly need the case n == ]Rn in the rest of 
the book. 

-
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6.2 TEST FUNCTIONS (The space V(!l) ) 

Let n be an open, nonempty set in JRn ; in particular n can be JRn itself. 
Recall from Sect . 1 . 1  that Cgo(n) denotes the space of all infinitely differen­
tiable, complex-valued functions whose support is compact and in n. Recall 
also that the support of a continuous function is defined to be the closure of 
the set on which the function does not vanish, and compactness means that 
the closed set is also contained in some ball of finite radius . Note that n is 
never compact . 

The space of test functions, V(O) , consists of all the functions in 
Cgo (n) supplemented by the following notion of convergence : A sequence 
c/Jm E Cgo (O) converges in V(O) to the function cjJ E Cgo (O) if and only 
if there is some fixed, compact set K C n such that the support of c/Jm - ¢ is 
in K for all m and, for each choice of the nonnegative integers a1 , . . .  , an , 

as m --+ oo, uniformly on K. To say that a sequence of continuous functions 
�m converges to � uniformly on K means that 

sup l �m (x) - �(x) l --+  0 as m --+ oo. 
xEK 

V(O) is a linear space , i .e . , functions can be added and multiplied by (com­
plex) scalars . 

6.3 DEFINITION OF DISTRIBUTIONS AND THEIR 
CONVERGENCE 

A distribution T is a continuous linear functional on V(O) , i .e . , T : V(O) --+ 
C such that for ¢, ¢1 , ¢2 E V(O) and ,\ E C 

T(¢1 + ¢2 ) = T(¢1 ) + T(¢2 ) and T(.A¢) = .AT(¢) ,  ( 1 )  

and continuity means that whenever cpn E V(O) and cpn --+ ¢ in V(O) 

Distributions can be added and multiplied by complex scalars . This 
linear space is denoted by V' (O) ,  the dual space of V(O) . 

There is an obvious notion of convergence of distributions : A sequence 
of distributions TJ E V' (O) converges in V' (O) to T E  V' (O) if, for every 
¢ E V(O) , the numbers TJ (cp) converge to T(¢) . 
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One might suspect that this kind of convergence is rather weak. Indeed, 
it is ! For example , we shall see in Sect . 6 .6 ,  where we develop a notion of the 
derivative of a distribution, that for any converging sequence of distributions 
their derivatives converge too, i .e . ,  differentiation is a continuous operation 
in V' (O) . This contrasts with ordinary pointwise convergence because the 
derivatives of a pointwise converging sequence of functions need not , in 
general, converge anywhere . 

Another instance, as we shall see in Sect . 6 . 13 ,  is that any distribution 
can be approximated in V' (O) by functions in C00 (0) . To make sense of 
that statement , we first have to define what it means for a function to be a 
distribution. This is done in the next section. 

6.4 LOCALLY SUMMABLE FUNCTIONS, Lfoc (n) 
The foremost example of distributions are functions themselves . We begin 
by defining the space of locally pth_power summable functions , Lfoc (n) , 
for 1 < p < oo .  Such functions are Borel measurable functions defined on 
all of n and with the property that 

l l f i i LP (K) < 00 ( 1 )  

for every compact set K c n .  Equivalently, it suffices to require ( 1 )  to hold 
when K is any closed ball in n. 

A sequence of functions f1 , f2 , . . . in Lfoc (0) is said to converge (or 
converge strongly) to f in Lfoc (O) (denoted by fi --+ f) if fi --+ f in 
LP (K) in the usual sense (see Theorem 2 .7) for every compact K c n.  
Likewise, fi converges weakly to f if fi � f weakly in every LP (K) 
(2 .9(6) ) . 

Note (for general p > 1 )  that Lfoc (O) is a vector space but it does not 
have a simply defined norm. Furthermore, f E Lfoc (O) does not imply that 
f E £P(f2) . Clearly, Lfoc (O) =:) £P (O) and, if r > p, we have the inclusion 

by Holder's inequality (but it is false-unless n has finite measure-that 
LP (O) =:) Lr (n) ) . 

As far as distributions are concerned, Lfoc (O) is the most important 
space. Let f be a function in Lfoc (O) . For any ¢ in V(O) it makes sense to 
consider 

TJ ( </>) := In f</> dx , (2) 
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which obviously defines a linear functional on V(O). Tt is also continuous . since 

I T, (</>) - r, (</>m) l = In (</>(x) - </>m (x) )f(x) dx 

< sup 1 </>(x) - </>m(x) l r l f (x) l dx , 
xEK jK 

which tends to zero by the uniform convergence of the c/Jm 's . Thus Tt is in 
V'(O). If a distribution T is given by (2) for some f E Lfoc(O), we say that 
the distribution T is the function f. This terminology will be justified 
in the next section. 

An important example of a distribution that is not of this form is the 
so-called Dirac 'delta-function' , which is not a function at all : 

(3) 

with X E 0 fixed. It is obvious that c5x E V'(O). Thus, the delta-measure of 
Sect . 1 . 2 (6) , like any Borel measure, can also be considered to be a distri­
bution. In fact , one can say that it was partly the attempt to understand 
the true mathematical meaning of the delta function, which had been used 
so successfully by physicists and engineers, that led to the theory of distri­
butions . 

Although V(O), the space of test functions, is a very restricted class of 
functions it is large enough to distinguish functions in V'(O), as we now 
show. 

6 .5  THEOREM (Functions are uniquely determined by 
distributions) 

Let 0 c JRn be open and let f and g be functions in Lfoc(O) . Suppose that 
the distributions defined by f and g are equal, i. e . ,  

( 1 )  

for all ¢ E V(O) . Then f(x) == g(x) for almost every X in 0. 

PROOF. For m == 1 ,  2 ,  . . .  let Om be the set of points X E 0 such that 
X + y E 0 whenever I Y I  < �.  Om is open. Let j be in cgo (JRn) with 
support in the unit ball and with fJRn j == 1 .  Define Jm(x) = mnj (mx) . 
Fix M. If m > M, then, by ( 1 )  with ¢(y) = Jm (x - y) , we have that 
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(Jm * f) (x) == (Jm * g) (x) for all x E OM (see Sect . 2 . 15 for the definition 
of the convolution * ) . By Theorem 2 . 16 , Jm * f --+ f and Jm * g --+ g in 
Lfoc (OM) as m --+ oo. Thus f == g in Lfoc (OM) and therefore f (x) == g(x) 
for almost every x E OM . Finally let M tend to oo. • 

6.6 DERIVATIVES OF DISTRIBUTIONS 

We now define the notion of distributional or weak derivative . Let 
T be in V' (O) and let a1 , . . .  , an be nonnegative integers . We define the 
distribution (8/8x1 )a1 • • • (8j8xn)anT, denoted by naT, by its action on 
each ¢ E V(O) as follows: 

( 1 )  

with the notation n 
(2) 

The symbol 

denotes naT in the special case ai == 1 ,  ai == 0 for j =/=- i . 
The symbol "\\T, called the distributional gradient of T, denotes the 

n-tuple ( 81T, 82T, . . .  , 8nT) . 
If f is a cla i (O)-function (not necessarily of compact support) ,  then 

where the middle equality holds by partial integration. Hence the notion 
of weak derivative extends the classical one and it agrees with the classical 
one whenever the classical derivative exists and is continuous (see Theorem 
6 . 10 (equivalence of classical and distributional derivatives) ) .  Obviously, in 
this weak sense, every distribution is infinitely often differentiable and this 
is one of the main virtues of the theory. Note however , that the distribu­
tional derivative of a nondifferentiable functior1 (in the classical sense) is not 
necessarily a function. 

Let us show that naT actually is a distribution. Obviously it is linear , 
so we only have to check its continuity on V(O) . Let cpm --+ ¢ in V(O) . Then 
nacpm --+ na¢ in V(O) since 
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and 

converges to zero uniformly on compact sets . [Here {3 + a simply denotes 
the multi-index given by ({31 + a1 , {32 + a2 , . . .  , f3n + an) ] . Thus, D0cp and 
D0cpm are themselves functions in V(O) with D0cpm --+ D0cp as m --+ oo. 
Hence , as m --+ oo, 

We end this section by showing that differentiation of distributions is a 
continuous operation in V' (O) . Indeed , if Ti (¢) --+ T(¢) for all ¢ E V(O) , 
then, by the definition of the derivative of a distribution 

(D0Tj ) (¢) = (- 1 ) 1a 1Ti (D0¢) . --+ (- 1) 1a i T(D0cp) = (D0T) (¢) 
J----+00 

since D0cp E V(O) . 

Lfoc (O)-functions are an important class of distributions , but we can usefully 
refine that class by studying functions whose distributional first derivatives 
are also Lfoc (O)-functions . This class is denoted by W1�'; (n) . Furthermore, 
just as Lfoc (O) is related to Lfoc (O) we can also define the class of functions 
W1�': (n) for each 1 < p < oo. Thus , 

W1�': (n) = { f : 0 --+  C :  f E Lfoc (O) and oif, as a distribution 
in V' (O) ,  is an Lfoc (O)-function for i = 1 ,  . . .  , n } . 

We urge the reader not to use the symbol \7 f at first , since it is tempting to 
apply the rules of calculus which we have not established yet . One should 
just think of \7 f as n functions g = (g1 , . . .  , 9n) ,  each of which is in Lfoc (O) , 
such that 

In f'\lcf> = - In gcf> for all cf> E V(O) . 

This set of functions , W1�': (n) , forms a vector space but not a normed one. 
We have the inclusion W1�': (n) =:) W1�'; (n) if r > p. 
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We can also define W1,P (O) c W1�'� (0) analogously : 

W1,P (O) = {! : n --+  <C : f and Oif are in £P (O) for i = 1 ,  . . .  ' n  } . 

We can make W1,P (O) into a normed space, by defining 

n 
l l f l l w1 ·P (f!) = l l f l li,P (f!) + L l l 8if l li,P (f!) 

j=1 

1/p 
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( 1 )  

and it is complete, i .e. , every Cauchy sequence in this norm has a limit 
in W1,P (O) . This follows easily from the completeness of £P (O) (Theorem 
2 .7) together with the definition 6 .6 of the distributional derivative, i .e . , if 
Ji --+ f and oifj --+ gi ,  then it follows that 9i = oif in V' (O) . The proof 
is a simple adaptation of the one for W1,2 (0) = H1 (0) in Theorem 7 .3 (see 
Remark 7.5) . We leave the details to the reader . 

The spaces W1,P (O) are called Sobolev spaces. In this chapter only 
wl�'; (n) will play a role . 

The superscript 1 in W1,P (O) denotes the fact that the first derivatives 
of f are pth_power summable functions . 

As with £P (O) and Lf0c (O) , we can define the notions of strong and 
weak convergence in the spaces W1�'� (0) or W1,P (O) of a sequence of 
functions f1 , f2 , . . . to a function f .  Strong convergence simply means 
that the sequence converges strongly to f in £P (O) and the n sequences 
{ 81fi } , . . .  ' { Onfi } , formed from the derivatives of Ji ' converge in £P (O) to 
the n functions 81/, . . .  , onf in £P (O) . In the case of W1�'� (0) we require 
this convergence only on every compact subset of 0. Similarly, for weak con­
vergence in W1,P (O) we require that for every L E £P(O)* , L(Ji - f) --+ 0 
and, for each i, L(oifi - oif) --+ 0 as j --+  oo. For W1�'� (0) we require weak 
convergence in W1,P (O) for every open set 0 with 0 C K C 0 where K is 
compact . (Recall Theorem 2 . 14 for LP (O)* when 1 < p < oo. ) 

Similar definitions apply to wm,P (O) and W1�dP (O) with m > 1 .  The 
first m derivatives of these functions are LP (O)-functions and, similarly to 
( 1 ) ' 

n 
I I J I Ifvm,p (f!) := I I J I Ii,P (f!) + L l l 8jJ I Ii,P (f!) 

j=1 
n n 

+ . . .  + L . . .  L l l 8il . . .  aim f l li,P (f!) ' 
)1=1 )rn=1 

(2) 
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e In the following it will be convenient to denote by c/Jz the function ¢ 
translated by z E JRn , i .e . , 

c/Jz (x) : ==  ¢(x - z) . 

6.8 LEMMA {Interchanging convolutions with 
distributions) 

Let 0 c JRn be open and let ¢ E V(O) . Let 0¢ c JRn be the set 

0¢ == {y : supp{ c/Jy} C 0} . 

(3) 

It is elementary that 0¢ is open and not empty. Let T E V' (O) . Then the 
function y �---+ T (c/Jy)  is in C00 (0¢) · In fact, with D� denoting derivatives 
with respect to y , 

Now let � E £1 (0¢) have compact support. Then 

1 �(y)T(c/Jy) dy == T(� * ¢) . 
0¢ 

( 1 ) 

(2) 

PROOF.  If y E 0¢ and if c > 0 is chosen so that y + z E 0¢ for all l z l < E ,  

we have that for all X E 0 

lc/Jy (x) - ¢y+z (x) l == l c/J(x - y) - cp(x - y - z) l < Cc (3) 

for some number C < oo .  This is so because ¢ has continuous derivatives and 
(since it has compact support ) these derivatives are uniformly continuous. 
For the same reason, (3) holds for all derivatives of ¢ (with C depending on 
the order of the derivative) . This means that ¢y+z converges to c/Jy as z --+ 0 
in V(O) (see Sect . 6 .2 ) . Therefore, T(¢y+z ) --+ T (c/Jy) as z � 0,  and thus 
y �---+ T( c/Jy) is continuous on 0 ¢ · 

Similarly, we have that 

[¢(x + 6z) - cp(x) ] /6 - \lcp(x) · z < C'b l z l 

and thus , by a similar argument , y �---+ T (c/Jy)  is differentiable. Continuing in 
this manner we find that ( 1 ) holds . 
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To prove (2) it suffices to assume that � E Cgo(O¢) · To verify this , we 
use Theorem 2. 16 to find, for each J > 0, 'ljJ8 E cgo (O<t>) so that fo¢ l 'l/J8 -'l/J I < 
6. In fact , we can assume that supp{ �8 } is contained in some fixed compact 
subset , K, of 0¢, independent of 6 .  Then 

j { '1/J(y) - 'ljJ8 (y) }T(</>y ) dy < J sup { IT(</>y ) i : y E K} . 

It is also easy to see that �8 * cjJ converges to � *  cjJ in V(O) and therefore 
T(�8 * ¢) � T(� * ¢) . 

With � now in Cgo(O¢) we note that the integrand in (2)  is a product 
of two ego-functions . Hence the integral can be taken as a Riemann integral 
and thus can be approximated by finite sums of the form 

m 
�m L '1/J(Yj )T( </>y3 ) with �m --> 0 as m --> oo .  

j=1 

Likewise, for any multi- index a, (Da (� * cjJ) ) (x) is uniformly approx­
imated by Llm �j 1 � (yj )DacjJ(x - Yj ) as m � oo (because cjJ E Cgo(O) ) .  
Note that for m sufficiently large every member of this sequence has support 
in a fixed compact set K C 0. Since T is continuous (by definition) and the 
function 1Jm (x) == Llm �j 1 � (Yj )c/J(x - Yj ) converges in V(O) to (� * cjJ) (x) 
as m � oo ,  we conclude that T(1Jm) converges to T(� * ¢) as m � oo .  • 

6.9 THEOREM {Fundamental theorem of calculus for 
distributions) 

Let 0 c JRn be open, let T E V' (0) be a distribution and let cjJ E V(O) be 
a test function. Suppose that for some y E JRn the function cPty is also in 
V(O) for all 0 < t < 1 ( see 6 .7(3) ) . Then 

{1 n 
T(</>y) - T(¢) = J

o L Yj (OjT) (</>ty ) dt . ( 1 )  
0 j=1 

As a particular case of ( 1 ) ,  suppose that f E W1�'; (JRn) .  Then, for each 
y in JRn and almost every x E JRn , 

f(x + y) - f(x) = 1 1 
y · \1 f(x + ty) dt . (2) 
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PROOF. Let 0¢ = {z E JRn : c/Jz E V(O) } .  It is clearly open and 
nonempty. Denote the right side of ( 1 )  by F(y) . Observe that by Lemma 6 .8 , 
z t-t (8jT) (¢z )  is a C00-function on O<t> and 8(8jT(¢z ) ) /8zi = -8jT(oi¢z ) .  

With this infinite differentiability in mind we can now interchange deriva­
tives and integrals , and compute 

n {1 {1 
OiF(y) = - L Jo t(OjT) (Oic/>ty )Yj dt + Jo (OiT) (c/>ty ) dt . 

j=1 0 0 
The first term is , by the definition of the derivative of a distribution, 

n { 1 {1 n L Jo tT(OjOic/>ty )Yj dt = - Jo L t (OiT) (Ojc/>ty )Yj dt , 
j=1 0 0 j=1 

which can be rewritten (for the same reason as before) as 

11 
t :t ( OiT) ( c/>ty ) dt . 

A simple integration by parts then yields OiF(y) = ( OiT) ( c/Jy) .  The function 
y t-t G(y) = T(c/Jy ) - T(¢) is also coo in y (by Lemma 6.8) and also has 
(8iT) (¢y ) as its partial derivatives . Since F(O) = G(O) = 0, the two coo­
functions F and G must be the same. This proves ( 1 ) . 

To prove (2) , note that since 

( 1 )  implies that 

ln cf>(x) [f (x + y) - f(x) ] dx = 11 � Yj { ln cf>(x) (Oj f) (x + ty) dx} dt . 

Since ¢ has compact support , the integrand is ( t , x) integrable (even if Oj f tJ_ 
L1 (JRn ) ) ,  and hence Fubini 's theorem can be used to interchange the t and 
x integrations . Conclusion (2) then follows from Theorem 6. 5 . • 

6. 10 THEOREM {Equivalence of classical and 
distributional derivatives) 

Let 0 c JRn be open, let T E V' (O) and set Gi : =  oiT E V' (O) for i = 
1 ,  2 ,  . . .  , n .  The following are equivalent. 

( i) T is a function f E C1 (0) . 
( ii) Gi is a function 9i E C0 (0) for each i = 1 ,  . . .  , n .  

In each case, 9i is a f I OXi ' the classical derivative of f . 
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REMARK. The assertion f E C1 (0) means , of course, that there is a 
C1 (0)-function in the equivalence class of f. A similar remark applies to 
9i E C0 (0) . 

PROOF. I ( i ) ==> ( ii )  . I Gi (¢) = (oiT) (¢) = - f0 (oi¢)f by the definition 
of distributional derivative. On the other hand, the classical integration by 
parts formula yields 

since ¢ has compact support in 0 and f E C1 (0) . Therefore, by the termi­
nology of Sect . 6 .4 and Theorem 6 .5 ,  Gi is the function of joxz .  

I ( i i )  ==> ( i )  . I  Fix R > 0 and let w == {x E n : lx - z l > R for all 
z tJ_ 0} . Clearly w is open and nonempty for R small enough, which we 
henceforth assume. Take ¢ E V (w ) C V(O) and I Y I  < R. Then cPty E V(O) 
for - 1  < t < 1 .  By 6 .9 ( 1 )  and Fubini 's theorem 

1 n 
T(</>y) - T(</>) =  r L Yj 1 9j (x)cjJ(x - ty) dx dt lo . 1 w J= 

( 1 ) 
= 1 

Pick � E C�(JRn ) nonnegative with supp{ �} C B := {y : IY I < R} 
and J � = 1 .  The convolution fn � (y)cjJ(x - y) dy with ¢ E V (w ) defines 
a function in V(O) . Integrating ( 1 )  against � we obtain, using Fubini 's 
theorem, 

L '1/J(y )T( </>y) dy - T( </>) 

= 1 � L '1/J(y) 11 
YJ9J (x + ty) dt dy </>(x) dx .  

(2 ) 

The first term on the left is fw cjJ(x)T(�x ) dx , which follows from Lemma 6 .8 
by noting that �x for x E w is an element of V(O) . Hence 

T(</>) = 1 T('l/Jx) - � L '1/J(y) 1 1 
YJ9j (X + ty) dt dy </>(x) dx , 

which displays T explicitly as a function, which we denote by f .  
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Finally, by Theorem 6 .9 (2) 
1 n 

f (x + y) - f (x ) = 1 L g3 (x + ty)y3 dt 0 j==l 

for x E w and IY I < R. The right side is 
n 

L gJ (x)yJ + o( j y j )  
j==l 

(3) 

and this proves that f E C1 (w ) with derivatives 9z · This suffices , since x 
can be arbitrarily chosen in 0 by choosing R to be small enough. • 

The following is a special case of Theorem 6. 10 , which we state separately 
for emphasis . 

6 . 1 1  THEOREM (Distributions with zero derivatives are 
constants) 

Let 0 c JRn be a conrtected, open set and let T E V' (0) . Suppose that 
OzT = 0 for each i = 1 ,  . . .  , n .  Then there is a constant C such that 

for all ¢ E V(O) . (See Exercise 1 .23 for 'connected ' and Exercise 6 . 12 for a 
generalization. ) 

PROOF . By Theorem 6 . 10 , T is a C1 (0)-function, f, and of fox"' = 0 . 
Application of 6 . 10(3) to f shows that f is constant . • 

6. 1 2  MULTIPLICATION AND CONVOLUTION OF 
DISTRIBUTIONS BY C00-FUNCTIONS 

A useful fact is that distributions can be multiplied by C00-functions . Con­
sider T in D' (O) and � in C00 (0) . Define the product �T by its action on 
¢ E V(O) as 

(�T) (¢) := T(�¢) ( 1 ) 
for all ¢ E V(O) . That �T is a distribution follows from the fact that the 
product �¢ E C� (O) if ¢ E C� (O) . Moreover , if cpn --+ ¢ in V(O) , then 
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'lj;cpn � 'lj;¢ in V(O) . To differentiate 'lj;T we simply apply the product rule, 
namely 

(2 )  

which is easily verified from the basic definition 6 .6 ( 1 ) and Leibniz 's differ­
entiation formula oi ( 'lj;¢) = ¢oi'l/J + 'l/Joi¢ for C00-functions . 

Observe that when T = Tt for some f in Lfoc(O), then 'lj;T = T'l/Jt · If, 
moreover , f E W1�'%(0) , then 'lj;f E W1�'% (0) and (2) reads 

(3) 

for almost every x . The same holds for W1,P (O) and it also clearly extends 
to W1�:(0) and Wk ,P (O) . 

The convolution of a distribution T with a C� (JRn)-function j 
is defined by 

(j * T) (c/>) := T(jR * c/>) = T (Ln j (y)c/>-y dy) (4) 

for all ¢ E V(JRn) , where JR (x) := j (  -x) . Since JR * ¢ E C� (JRn) , j * T 
makes sense and is in V' (JRn) . The reader can check that when T is a 
function, i .e . , T = Tt , then, with this definition, (j * Tt ) (¢) = Tj*f (¢) where 
(j * f) (x) = fJRn j (x - y)f(y) dy is the usual convolution . 

...., Note the requirement that j must have compact support . 

6. 13 THEOREM {Approximation of distributions by 
C00 -functions) 

Let T E V' (JRn) and let j E C� (JRn) . Then there exists a function t E 
C00(I�n ) ( depending only on T and j )  such that 

(j * r) (¢) = r t(y)cf>(y) dy }}Rn ( 1 ) 

for every ¢ E V(JRn) . If we further assume that fJRn j = 1 ,  and if we set 
]c: (x) = c-nj (x/c) for c > 0, then Jc: * T converges to T in V' (JRn) as c --+  0 .  

PROOF. By definition we have that 

(j * T) (c/>) : =  T(jR * c/>) = T (Ln j (y - · )c/>(y) dy) 
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which, by Lemma 6 .8 , equals fJRn T(j (y - · ) )cjJ(y) dy .  If we now define t (y) := 
T (j (y - · ) ) , then, by 6 .8( 1 ) , t E C00(JRn) .  This proves ( 1 ) .  To verify the 
convergence of jc: * T to T, simply observe that 

(je * T) (</>) := T (in je (Y)</>-y dy) 
= { je (y)T(</>-y) dy = { j (y)T(</>-ey) dy }JRn }JRn 

(2) 

by changing variables . It is clear that the last term in (2) tends to T (¢) 
since T(c/J-y) is coo as a function of y, and j has compact support . • 

e The kernel or null-space of a distribution T E V' (O) is defined by 
Nr = {¢ E V(O) : T(¢) = 0} . It forms a closed linear subspace of V(O) .  
The following theorem about the intersection of kernels is useful in connec­
tion with Lagrange multipliers in the calculus of variations . (See Sect . 1 1 .6 . ) 

6. 14 THEOREM (Linear dependence of distributions) 

Let 81 , . . .  , SN E V' (O) be distributions . Suppose that T E V' (O) has the 
property that T( ¢) = 0 for all ¢ E nf 1 Ns2 . Then there exist complex 
numbers c1 , . . .  , CN such that 

N 
T = L eis� . 

i=1 
( 1 ) 

PROOF . Without loss of generality it can be assumed that the Si 's are 
linearly independent . First , we show that there exist N fixed functions 
u1 , . . .  , UN E V(O) such that every ¢ E V(O) can be written as 

N 
</> = v + L A� (</>)ui (2) 

'l=1 

for some .Ai (¢) E C, i = 1 ,  . . .  , N, and v E nf 1 Ns2 • To see this consider 
the set of vectors 

V = {S(¢) : ¢ E V(O) } ,  (3) 
where S(¢) = (81 (¢) , . . .  , SN (¢) ) .  It is obvious that V is a vector space 
of dimension N since the Si 's are linearly independent . Hence there exist 
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functions u1 , . . .  , UN E V(O) such that S( u1 ) ,  . . .  , S( UN) span V. Thus , the 
N X N matrix given by Mij = si ( Uj ) is invertible. With 

N 
)..i (¢) = L)M-1 )ijSj (c/>) ,  

j==l 
it is easily seen that (2) holds . 

Applying T to formula (2) yields (using T(v) = 0) 

N 
T(cf>) = L (M-1 )ijT(ui )Sj (c/>) ,  

i,j==l 

6.15 THEOREM (C00 {f!) is 'dense' in W1�'% (f!) ) 

(4) 

• 

Let f be in Wi�'�(O) . For any open set (') with the property that there exists 
a compact set K c 0 such that (') c K c 0, we can find a sequence 
/1 , /2 , f3 , . . .  E coo ( 0) such that 

I I ! - fk i i LP (O) + L l l 8d - Odk i i LP (O) -+ 0 as k -+ oo .  ( 1 )  
i 

PROOF . For c > 0 consider the function Jc: * j, where Jc: (x) = c-nj (x/c) 
and j is a C00-function with support in the unit ball centered at the origin 
with fJRn j (x) dx = 1 .  For any open set (') with the properties stated above 
we have that Jc: * f E coo ( (')) if c is sufficiently small since, on ('), 

Da (jc * f) (x) = { (Dajc) (x - y)f (y) dy }JRn 
for derivatives of any order a .  Further, since (') c K C 0 with K compact , 
we can assume, by choosing c small enough, that 

(') + supp{jc: } := {x + z :  x E (') , z E supp{jc: } }  C K. 

Thus, since 

8i [ jc (X - y)f (y) dy = [ jc (X - y) (Oif) (y) dy , 

and since f and oif are in LP(K) for i = 1 ,  . . .  , n ,  ( 1 ) follows from Theorem 
2 . 16 by choosing c = 1/k with k large enough. • 
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e The reader is invited to jump ahead for the moment and compare 
Theorem 6 . 1 5  for p == 2 with the much deeper Meyers-Serrin Theorem 7.6 
(density of coo (0) in H1 (0) ) .  The latter easily generalizes to p -1- 2, i .e . , 
to W1 ,P (0) and, in each case , implies 6 . 15 .  The important point is that 
if f E H1 ( 0) ' then V' f (X) can go to infinity as X goes to the boundary of 
0.  Thus, convergence of the smooth functions fk to f in the H1 (0)-norm, 
as in 7 .6 ,  is not easy to achieve . Theorem 6 . 15 only requires convergence 
arbitrarily close to, but not up to, the boundary of 0.  The sequence fk in 
6 . 15  is allowed to depend on the open subset (') c 0. In contrast , in 7.6 the 
fixed sequence fk must yield convergence in H1 (0) . On the other hand, a 
function in W1�'; (o) need not be in H1 (0) ; it need not even be in £1 (0) . 

6. 16  THEOREM {Chain rule) 

Let G : �N --+ C be a differentiable function with bounded and continuous 
derivatives. We denote it explicitly by G ( s1 , . . . , s N) .  If 

u(x) == (u1 (x) , . . .  , uN (x) ) 

denotes N functions in W1�': ( 0) , then the function K : 0 --+ C given by 

K(x) == (G o  u) (x) == G(u(x) ) 

in V' (O) . 

( 1 )  

If ul , . . .  , UN are in W1,P (O) ,  then K is also in W1,P (O) and ( 1 )  holds­
provided we make the additional assumption, in case 1 0 1 == oo ,  that 
G(O) == 0 .  

PROOF . It suffices to prove that K E W1,P ((')) and verify formula ( 1 )  for 
any open set (') with the property that (') c C c 0, with C compact . 

By Theorem 6 . 15  we can find a sequence of functions cpm == ( ¢1 , . . .  , c/J'N) 
in (C00 (0) )N such that (with an obvious abuse of notation) 

(2) 

as m --+ oo .  By passing to a subsequence we may assume that c/Jm --+ u 
· t · d a A..m a · t · £ ll · - 1 S t poin wise a.e .  an -a 'P --+ -a u poin wise a.e . or a 2 - , • • •  , n .  e 

x2 x2 

Km (x) == G(¢m (x) ) .  Since 
oG 

max < M, 
i OSi 



Sections 6. 1 5-6. 1 6 15 1 

a simple application of the fundamental theorem of calculus and Holder 's 
inequality in JRN shows that for s , t E JRN 

IG (s) - G(t) l  < MN11P' (� l sz - ti iP) 1/P . 

Here 1/p + 1/p' = 1 .  Since (') C C and G is bounded , K is in Lfoc (O) .  
Next , for r¢ E V(O) 

{ O'lj; Km dx = - { 'lj;� Km dx 
ln oxk ln oxk 

N 
= - '"""' f '1j; OG ( qr) � <//[ dx . � ln osz oxk l==l 

(3 ) 

(4) 

In (4) the ordinary chain rule for C1-functions has been used. Using (3) 
we find that 

IK (x) - Km(x) l < MN11P' (� l ui (x) - </>i (x) IP) 1/P , 

which implies that Km --+ K in LP ( (')) , and therefore the left side of ( 4) 
tends to J0 at�:) K(x) dx. Each term on the right side can be written as 

1 'lj; OG (</>m) �ul dx + 1 'lj; OG (</>m) (�</>l - �uz) dx . (5) 
0 osz oxk 0 osz oxk oxk 

The first term tends to 
1 'lj; OG (u) Ouz dx 

0 osz oxk 
by dominated convergence and the second tends to zero since 8

8° is uniformly 
sz 

bounded and ��: -g:! --+ 0 in £P ( 0) . Clearly g� ( u) g:! , which is a bounded 
function times an £P(CJ)-function, is itself in LP ((')) . 

To verify the second statement about W1,P (O) , note that oGjosk is 
bounded for all k = 1 ,  2 ,  . . .  , N and, since \luk E £P (O) , it follows from ( 1 )  
that \1 K E £P(n) also. The only thing to check is that K itself is in £P (O) . 
It follows from (3) that 

N 
IK(x) IP < A + B L luk (x) IP , (6) 

k==l  
where A and B are some constants . If 1 0 1 < oo, (6) implies that K E LP (O) . 
If 10 1  = oo we have to use the assumption G(O) = 0, which implies that we 
can take A =  0 in (6) . Again, K E £P (O) . • 
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6. 17  THEOREM (Derivative of the absolute value) 

Let f be in W1,P (O) . Then the absolute value of j, denoted by l f l and defined 
by l f l (x) = l f (x) l , is in W1,P (O) with \7 l f l being the junction 

(\7 1 / l ) (x) = 
IJI(x) (R(x)\lR(x) + I(x)\ll(x) ) if f (x) =/= 0, 

0 if f (x) = 0; 
( 1 ) 

here R(x) and I(x) denote the real and imaginary parts of f . In particular, 
if f is real-valued, 

\7 f(x) if f(x) > 0, 
(\7 1 / l ) (x) = -\7f(x) if f(x) < 0, 

0 if f(x) = O. 
(2) 

Thus l\7 1! 1 1 < l\7 ! I a. e . if f is complex-valued and l\7 1! 1 1 = l\7 ! I a. e . if f 
is real-valued. 

PROOF . We follow [Gilbarg-Thudinger] . That l f l is in £P (O) follows from 
the definition of I I  f l i p ·  Further, since 

2 
l� l (R\7 R + I\7 I) < (\7 R)2 + (\7 !)2 (3) 

pointwise , \7 l f l is also in £P (O) once the claimed equality ( 1 ) is proved. 
Consider the function 

(4) 

Obviously Gc: (O , 0) = 0 and 

(5) 

Hence, by 6 . 16 , the function Kc: (x) = Gc: (R(x) , J (x) ) is in W1,P (O) and for 
all ¢ in V(O) 

In \l<f>(x)Ke (x) dx = - In <f>(x)\7Ke (x) dx 

= _ f <f>(x) R(x)\7 R(x) + I(x)\7 I(x) dx. 
ln Jc2 + l f (x) l 2 

(6) 



Sections 6. 1 7-6. 18 153 

Since Kc: (x) < l f (x) l and 
R(x)\1 R(x) + I(x)\1 I (x) < j\7 f (xW , 

v'c2 + l f (x) l 2 
and since the two functions ( 4) and ( 5) converge pointwise to the claimed 
expressions as c --+ 0, the result follows by dominated convergence . • 

6.18 COROLLARY (Min and Max of W1,P-functions are 
in W1,P) 

Let f and g be two real-valued functions in W1,P (O) . Then the minimum of 
(f (x) , g (x) ) and the maximum of (f (x) , g (x) ) are functions in W1,P (O) and 
the gradients are given by 

\1 f (x) when f (x) > g(x) , 
\l max(f (x) , g (x) ) = \lg(x) when f (x) < g (x) , ( 1 )  

\1 f(x) = \1 g (x) when f (x) = g (x ) ,  

\lg(x) when f (x) > g(x) , 
\l min(f (x) , g (x) ) = \lf(x) when f(x) < g(x) , (2) 

\lf(x) = \lg(x) when f(x) = g(x) . 

PROOF. That these two functions are in W1,P (O) follows from the formulas 

and 

. 1 
mm(f(x) , g (x) ) = 2 [ (f (x) + g(x) ) - l f (x) - g (x) l ] 

1 
max(f(x) , g (x) ) = 2 [ (f (x) + g(x) ) + l f (x) - g(x) l ] . 

The formulas ( 1 )  and (2) follow immediately from Theorem 6 . 17  in the 
cases where f(x) > g (x) or f(x) < g (x) . To understand the case f (x) = g (x) 
consider 

1 h(x) = (f (x) - g(x) )+ = 
2 { l f (x) - g (x) l + (f (x) - g (x) ) } . 

Obviously j h j (x) = h(x) , and hence by 6 . 17  
\lh(x) = \l j h j (x) = 0 when f(x) < g(x) . 

But again by 6 . 17 \lh(x) = � (\l (f - g) ) (x) , when f(x) = g(x) and hence 
(\lf) (x) = (\lg) (x) when f(x) = g (x) , 

which yields ( 1 )  and (2) in the case f (x) = g(x) . • 
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It is an easy exercise to extend the above result to truncations of 
W1,P (O)-functions defined by 

f<a (x) = min(f(x) , a) . 

The gradient is then given by 

{ \7 f(x) if f (x) < a , 
(\7 f <a) ( x) = 

0 otherwise. 

Analogously, define 

Then 

f>a (x) = max(f(x) , a) . 

{ \7 f(x) if f (x) > a,  
(\7 f>a) (x) == 

0 th . o erw1se. 

Note that when 0 is unbounded f <a E W1,P (O) only if a > 0 ,  and f>a E 
W1,P (O) only if a < 0 .  

The foregoing implies that if u E W1�'; (0) , if a E JR and if u(x) == a  on a 
set of positive measure in JRn , then (\7 u) ( x) == 0 for almost every x in this set . 
This can be derived easily from 6. 18 .  The following theorem, to be found in 
[Almgren-Lieb] , generalizes this fact by replacing the single point a E JR by 
a Borel set A of zero measure . Such sets need not be 'small' , e .g . , A could 
be all the rational numbers , and hence A could be dense in JR. Note that 
if f is a Borel measurable function, then f-1 (A) : ==  {x E JRn : f(x) E A} 
is a Borel set , and hence is measurable . This follows from the statement in 
Sect . 1 . 5  and Exercise 1 . 3  that x t---t XA(f (x) ) is measurable. 

6. 19  THEOREM (Gradients vanish on the inverse of small 
sets) 

Let A C JR be a Borel set with zero Lebesgue measure and let f : n --+ JR be 
in W1�'; (n) . Let 

B = f-1 (A) : =  {x E r2 :  f(x) E A} C fl. 

Then \7 f(x) = 0 for almost every x E B .  

PROOF. Our goal will be to establish the formula 

l cf>(x)Xo (f (x) )\7 f(x) dx = - l  'Vcf>(x)Go (f(x) ) dx ( 1 ) 
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for each open set (') C JR. Here Xo is the characteristic function of (') and 
Ga (t) = J� Xo (s) ds . Equation ( 1 )  is just like the chain rule except that Go 
is not in C1 (JR) . Assuming ( 1 )  for the moment , we can conclude the proof 
of 011r theorem as follows . By the outer regularity of Lebesgue measure we 
can find a decreasing sequence (')1 :J (')2 :J (')3 :J · · · of open sets such that 
A c (')i for each j and £1 (CJi ) --+ 0 as j --+ oo .  Thus A c C :=  nj 1 (')i 
(but it could happen that A is strictly smaller than C) and £1 (C) = 0 .  By 
definition, Gi (t) := GaJ (t) satisfies IGi (t) l < £1 ((')i ) ,  and thus Gi (t) goes 
uniformly to zero as j --+ oo. The right side of ( 1 )  (with (') replaced by 
(')i ) therefore tends to zero as j --+ oo .  On the other hand, Xi := XoJ is 
bounded by 1 ,  and Xi (f (x) ) --+ Xj- I (c) (x) for every x E JRn . By dominated 
convergence, the left side of ( 1 )  converges to fn cPXJ- l (C) '\1 j, and this equals 
zero for every ¢ E V(O) .  By the uniqueness of distributions , the function 
XJ- l (C) (x)'V'f(x) = 0 for almost every x, which is what we wished to prove. 

It remains to prove ( 1 ) .  Observe that every open set (') C JR is the union 
of countably many disjoint open intervals . (Why?) Thus (') = Uj 1 Ui 
with Ui = (ai , bi ) · Since f is a function, f-1 (Ui ) is disjoint from f-1 (Uk) 
when j -=f. k. By the countable additivity of measure, therefore, it suffices to 
prove ( 1 )  when (') is just one interval (a ,  b) .  We can easily find a sequence 
x1 , x2 , x3 , . . . of continuous functions such that xi ( t) --+ Xo ( t) for every 
t E JR and 0 < xi (t) < 1 for every t E JR. The everywhere (not just almost 
everywhere) convergence is crucial and we leave the simple construction of 
{xi } to the reader. Then, with Gi = J� xi , equation ( 1 ) is obtained by 
taking the limit j --+ oo on both sides and using dominated convergence. 
The easy verification is again left to the reader. • 

e An amusing-and useful-exercise in the computation of distributional 
derivatives is the computation of Green's functions. Let y E JRn, n > 1 ,  and 
let Gy : JRn --+ JR be defined by 

Gy (x) = - 1§1 1 -J ln( lx - Y l ) ,  

Gy (x) = [ (n - 2) l§n- 1 1 ] - 1 1 x - Y l 2-n , 

where l§n-1 1 is the area of the unit sphere §n-1 C JRn . 

n = 2 ' (2 ) 
n =!=- 2 , 

These are the Green's functions for Poisson's equation in JRn . Recall 
that the Laplacian, �' is defined by � :=  2:::� 182 I ax; .  The notation 
notwithstanding, Gy (x) is actually symmetric, i .e . , Gy(x) = Gx (y) .  



156 Distributions 

6.20 THEOREM (Distributional Laplacian of Green's 
functions) 

In the sense of distributions, 

where by is Dirac 's delta measure at y ( often written as 6 (x - y) ) .  

PROOF. To prove ( 1 )  we can take y = 0. We require 

I := { ( 6.¢ )Go = -</>(0) 
}�n 

when ¢ E C�(JRn) .  Since Go E Lfoc (JRn) ,  it suffices to show that 

-¢(0) = limJ(r) , r�o 

where 
I(r) := 1 �cp(x)Go (x) dx . 

l x l >r 

( 1 ) 

We can also restrict the integration to l x l < R for some R since ¢ has 
compact support . However , when l x l > 0 ,  Go is infinitely differentiable 
and �Go = 0 .  We can evaluate J(r) by partial integration, and note that 
boundary integrals at l x l = R vanish. Thus, denoting the set {x : r < l x l < 
R} by A, 

J(r ) = { (6.</>)Go = - { \1</> · \!Go + 1 Go "\1¢ · v 
}A }A l x l=r 

= - 1 ¢\!Go · v + 1 Go"\1¢ · v, 
l x l=r lx l=r 

(2) 

where v is the unit outward normal to A. On the sphere l x l = r, we have 
\!Go · v = j §n- l l - lr-n+l , and therefore the penultimate integral in (2) is 

which converges to -¢(0) as r --+ 0, since ¢ is continuous . The last integral 
in ( 2) converges to zero as r --+ 0 since "\1 ¢ · v is bounded by some constant , 
while l l x l n- lGo (x) l < j x j 112 for small jx j .  Thus, ( 1 )  has been verified. • 



Sections 6. 20-6. 21 157 

6.21  THEOREM {Solution of Poisson's equation) 

Let f E Lfoc (JRn) ,  n > 1 .  Assume that for almost every x the function 
y t---t Gy(x)f (y) is summable ( here, Gy is Green's function given before 6 .20) 
and define the function u : JRn --+ C by 

Then u satisfies: 

u(x) = f Gy (x)J (y) dy . ( 1 )  }JRn 

U E Lfoc (JRn) , 
-�u = f in V' (JRn) .  

(2)  
(3) 

Moreover, the function u has a distributional derivative that is a func­
tion; it is given, for almost every x, by 

aiu(x) = f (8Gyj8xz ) (x)J (y) dy . (4) }JRn 
When n = 3, for example, the partial derivative is 

1 
I 3 (8Gyj8xi ) (x) = - 47r l x - y - (xi - Yi ) · (5)  

REMARKS. ( 1 )  A trivial consequence of the theorem is that JRn can be 
replaced by any open set 0 C JRn . Suppose f E Lfoc (O) and y t---t Gy (x)f (y) 
is summable over n for almost every X E n. Then (see Exercises) 

is in Lfoc (O) and satisfies 

u(x) : = In Gy (x)f (y) dy (6)  

-�u = f in V' (O) . (7) 

(2) The summability condition in Theorem 6 .21  is equivalent to the 
condition that the function Wn (y) f (y) is summable. Here 

( 1  + I Y I ) 2-n , n > 3, 

Wn(Y) = ln ( 1 + j y j ) ,  n = 2 ,  (8) 
I Y I , n = 1 .  

The easy proof of this equivalence is left to the reader as an exercise. (It 
proceeds by decomposing the integral in ( 1 )  into a ball containing x, and 
its complement in JRn . The contribution from the ball is easily shown to be 
finite for almost every x in the ball, by Fubini 's theorem. ) 

(3) It is also obvious that any solution to equation (7) has the form u+h, 
where u is defined by (6) and where �h = 0.  Hence h is a harmonic function 
on 0 (see Sect . 9 .3) . Since harmonic functions are infinitely differentiable 
(Theorem 9 .4) ,  it follows that every solution to (7) is in Ck (O) if and only 
if u E Ck(O) . 



158 Distributions 

PROOF. To prove (2) it suffices to prove that In := fn l u i < oo for each 
ball B C JRn . Since lu(x) l < fJRn I Gy (x)f (y) l dy, we can use Fubini's theorem 
to conclude that 

IB < r HB (Y) i f (y) i dy with HB (Y) = r IGy (x) l dx. }JRn Jn 
It is easy to verify (by using Newton's Theorem 9 .7, for example) that if 
B has center xo and radius R, then Hn (Y) = I B I IGy (xo ) l for IY - xo l > R 
for n #- 2 and Hn(Y) = I B I IGy (xo ) l when IY - xo l > R + 1 when n = 2 (in 
order to keep the logarithm positive) . Moreover, Hn(y) is bounded when 
IY - xo l < R. From this observation it follows easily that In < oo. (Note: 
Fubini 's theorem allows us to conclude both that u is a measurable function 
and that this function is in Lfoc (JRn) . )  

To verify (3) we have to show that 

(9) 

for each ¢ E Cgo (JRn) .  We can insert ( 1 )  into the left side of (9) and use 
Fubini 's theorem to evaluate the double integral . But Theorem 6.20 states 
that - fJRn 6.¢(x)Gy (x) dx = cp(y) , and this proves (9) . 

To prove ( 4) we begin by verifying that the integral in ( 4) (call it Vi ( x) ) 
is well defined for almost every x E JRn . To see this note that l (oGyjoxi ) (x) l 
is bounded above by c lx - y l 1-n , which is in Lfoc (JRn) .  The finiteness of Vi (x) 
follows as in Remark (2) above. Next , we have to show that 

{ Oi</>(x)u(x) dx = - { </>(x)Vi (x) dx }JRn }JRn ( 10) 

for all ¢ E Cgo (JRn) .  Since the function (x, y) --+ (oi¢) (x)Gy (x)f(y) is 
JRn x JRn summable , we can use Fubini 's theorem to equate the left side of 
( 10) to 

( 1 1 )  

A limiting argument , combined with integration by parts , as in 6 .20(2) , 
shows that the inner integral in ( 1 1 ) is 

for every y E JRn . Applying Fubini's theorem again, we arrive at (4) . • 
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e The next theorem may seem rather specialized, but it is useful in 
connection with the potential theory in Chapter 9 .  Its proof (which does 
not use Lebesgue measure) is an important exercise in measure theory. We 
shall leave a few small holes in our proof that we ask the reader to fill in as 
further exercises . Among other things, this theorem yields a construction of 
Lebesgue measure (Exercise 5) . 

6.22 THEOREM {Positive distributions are measures) 

Let 0 c JRn be open and let T E V' (O) be a positive distribution (meaning 
that T(¢) > 0 for every ¢ E V(O) such that cjJ(x) > 0 for all x) . We denote 
this fact by T > 0 .  

Our assertion is that there is then a unique, positive, regular Borel mea­
sure J-L on 0 such that J-L (K) < oo for all compact K c 0 and such that for 
all ¢ E V(O) 

T ( </>) = In </> ( x) f1 ( dx) . ( 1 )  

Conversely, any positive Borel measure with J-L (K) < oo for all compact 
K c 0 defines a positive distribution via ( 1 ) . 

REMARK. The representation ( 1 )  shows that a positive distribution can 
be extended from C� (O)-functions to a much larger class , namely the Borel 
measurable functions with compact support in 0.  This class is even larger 
than the continuous functions of compact support , Cc (O) . 

The theorem amounts to an extension, from Cc(O)-functions to C� (O)­
functions, of what is known as the Riesz-Markov representation theo­
rem. See [Rudin, 1987] . 

PROOF.  In the following, all sets are understood to be subsets of 0.  For 
a given open set (') denote by C ( (')) the set of all functions cjJ E C� ( 0) with 
0 < ¢(x) < 1 and supp ¢ c ('). Clearly, this set is not empty. (Why?) Next 
we define for any open set (') 

J.-L (O) = sup{T(¢) :  ¢ E C (O) } .  (2 )  

For the empty set 0 we set J.-L (0 ) = 0. The nonnegative set function J-l has 
the following properties : 

(i) J.-L((')1 ) < J.-L((')2) if (')1 C (')2 , 
( ii) J.-L( (')1 u (')2) < J.-L( (')1 ) + J.-L( (')2 ) ' 

( iii) J-l (U� 1 (')i ) < 2:::� 1 J.-L((')tt )  for every countable family of open sets (')i · 
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Property (i) is evident . The second property follows from the following 
fact (F) whose proof we leave as an exercise for the reader: 

(F) For any compact set K and open sets 01 , 02 such that K C 01 U 02 
there exist functions ¢1 and ¢2 , both coo in a neighborhood 0 of K, such 
that c/J1 (x) + ¢2 (x) = 1 for x E K and ¢ ·  cP1 E C� (01 ) ,  ¢ · ¢2 E C� (02) for 
any function ¢ E C� (O) .  

Thus, any ¢ E C ( 01 U 02 ) can be written as ¢1 + ¢2 with ¢1 E C ( 01 ) and 
¢2 E C (02 ) .  Hence T(¢) == T(¢1 ) + T(¢2 ) < JL(01 ) + JL(02 ) and property 
(ii) follows. By induction we find that 

To see property (iii) pick ¢ E C (U� 1 Oi ) · Since ¢ has compact support , we 
have that ¢ E C (UiEI Oi ) where I is a finite subset of the natural numbers . 
Hence, by the above, 

which yields property (iii) . 
For every set A define 

JL (A) = inf{JL(O) : 0 open, A C 0} . (3) 

The reader should not be confused by this definition. We have defined 
a set function, JL, that measures all subsets of 0, but only for a special 
sub collection will this function be a measure, i .e . , be countably additive. 
This set function Jl will now be shown to have the properties of an outer 
measure , as defined in Theorem 1 . 15 (constructing a measure from an outer 
measure) , i .e . , 

(a) JL(0) = 0 , 
(b) JL(A) < JL(B) if A c B, 
(c) JL ( U� 1 A'/, ) < 2:::� 1 JL ( Ai ) for every countable collection of sets A 1 , 

A2 , . . . . 
The first two properties are evident . To prove (c) pick open sets 01 , 

02 , . . .  with A2 c Oi and JL(Oi ) < JL(A2 ) + 2-ic for i = 1 ,  2 ,  . . . .  Now 
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by (b) and (iii) , and hence 

which yields (c) since c is arbitrary. By Theorem 1 . 15 the sets A such that 
J.-L(E) = J-L(E n A) + J-L(E n A c) for every set E form a sigma-algebra, � ' on which J-l is countably additive. 

Next we have to show that all open sets are measurable, i .e . , we have to 
show that for any set E and any open set (') 

(4) 

The reverse inequality is obvious . First we prove (4) in the case where E is 
itself open; call it V. 

Pick any function ¢ E C(V n O) such that T(¢) > J.-L(V n (') ) - c/2. Since 
K := supp ¢ is compact , its complement, U, is open and contains oc. Pick 
� E C (U n V) such that T(�) > J-L(U n V) - c/2 . Certainly 

J.-L(V) > T(¢) + T(�) > J-L(V n 0) + J-L(V n U) - c 
> J-L(V n 0) + J-L(V n (')c) - c 

and since c is arbitrary this proves ( 4) in the case where E is an open set . 
If E is arbitrary we have for any open set V with E c V that E n (') C 
v n (') , E n  (')C c v n oc, and hence J.-L(V) > J-L(E n (') ) + J-L(E n (')C) . This 
proves (4) . Thus we have shown that the sigma-algebra � contains all open 
sets and hence contains the Borel sigma-algebra. Hence the measure J-l is a 
Borel measure. 

By construction, this measure is outer regular (see (3) above) . We show 
next that it is inner regular , i .e . , for any measurable set A 

J.-L(A) = sup{J.-L(K) : K C A, K compact} .  (5) 

First we have to establish that compact sets have finite measure. We 
claim that for K compact 

J.-L(K) = inf{T(�) : � E C� (O) , � (x) = 1 for x E K, � > 0} . (6) 

The set on the right side is not empty. Indeed for K compact and K c (') 
open there exists a C�-function � such that supp � C (') and � := 1 on 
K. (Such a � was constructed in Exercise 1 . 15 without the aid of Lebesgue 
measure. )  
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Now (6) follows from the following fact which we ask the reader to prove 
as an exercise: J.-L(K) < T(�) for any � E C� (O) with � = 1 on K and 
� > 0. Given this fact , choose c > 0 and choose (') open such J.-L(K) > 
J.-L(O) - c. Also pick � E C� (O) with supp � C (') and � 1 on K. Then 
J.-L(K) < T( �) < J.-L( (')) < J.-L(K) + c. This proves (6) . 

It is easy to see that for c > 0 and every measurable set A with J.-L(A) < oo 
there exists an open set (') with A c (') and J.-L((') rv A) < c. Using the 
fact that 0 is a countable union of closed balls , the above holds for any 
measurable set , i .e . , even if A does not have finite measure. We ask the 
reader to prove this . 

For c > 0 and a measurable set A we can find (') with A c C (') such that 
J.-L( (') rv (A c) )  < c .  But 

and (')c is closed. Thus for any measurable set A and c > 0 one can find a 
closed set C such that C C A and J.-L(A rv C) < c. Since any closed set in JRn 

is a countable union of compact sets, the inner regularity is proven. 
Next we prove the representation theorem. The integral fn ¢(x)J.-L( dx) 

defines a distribution R on V ( 0) . Our aim is to show that T ( ¢) = R ( ¢) for 
all ¢ E C� (O) . Because ¢ = ¢1 - ¢2 with c/J1 ,2 > 0 and c/J1 ,2 E C�(O) (as 
Exercise 1 . 15 shows) ,  it suffices to prove this with the additional restriction 
that ¢ > 0 .  As usual, if ¢ > 0, 

R(¢) = m (a) da = lim - " m(j/n) 100 1 
0 n�oo n � .> 1 J _  

(7) 

where m( a) = J.-L( { x : ¢( x) > a} ) .  The integral in (7) is a Riemann integral ; 
it etJways makes sense for nonnegative monotone functions (like m) and it 
always equals the rightmost expression in (7) . For each n, the sum in (7) 
has only finitely many terms, since ¢ is bounded. 

For n fixed we define compact sets Kj , j = 0, 1 ,  2 ,  . . .  , by setting K0 = 
supp ¢ and Kj = { x : ¢( x) > j / n} for j > 1 .  Similarly, denote by Qi the 
open sets {x : ¢(x) > jfn} for j = 1 , 2 , . . . .  Let Xj and xi denote the 
characteristic functions of Kj and Qi . Then, as is easily seen, 

1 L .  1 L - x1 < ¢ < - x · . n n 1 
· > 1 ·>o J _  J _  

Since ¢ has compact support , all the sets have finite measure by (6) . 
For c > 0 and j = 0, 1 ,  . . .  pick Uj open such that Kj C Uj and J.-L(Uj ) < 

J-L(Kj ) + c. Next pick �j E C� (JRn ) such that �j _ 1 on Kj and supp �j C 
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Uj . We have shown above that such a function exists . Obviously ¢ < 
� Lj>O �j and hence 

By the inner regularity we can find, for every open set ()i of finite measure , 
a compact set Ci c Oj such that J.-L(Ci ) > J-L(Oi ) - c and, in the same 
fashion as above, conclude that T(¢) > � Lj>1 J-L(Oi ) - c. Since c > 0 is 
arbitrary, 

By noting that Kj c ()i-1 for j > 1 ,  we have 

1 1 2 - L m(j/n) < T(cf>) < - L m(jjn) + -f-l(Ko) , n n n .>1 .>1 J _ J _  

which proves the representation theorem. The uniqueness part is left to the 
reader. • 

e In Sects . 6. 19-6.2 1  the Green's function Gy for -� was exhibited. As 
a further important exercise in distribution theory, which will be needed in 
Sect . 12 .4 , we next discuss the Green's function for -� + J.-L2 with J-l > 0. It 
satisfies ( cf 6 .20 ( 1 ) )  

(8) 
This function is called the Yukawa potential, at least for n = 3, and 
played an important role in the theory of elementary particles (mesons) ,  for 
which H. Yukawa won a Nobel prize. As in the case of Gy , the function G� 
is really a function of x - y (in fact , a function only of l x - y j ) which we call 
GJ.t (x - y) . In the following, Go is Gy with y = 0. 

6.23 THEOREM (Yukawa potential) 

For each n > 1 and J-l > 0 there is a function G� that satisfies 6 .22 (8) zn 
V' (JRn) and is given by 

G� (x) = Gl-t (x - y) , 

Gl1. (x) =  100 (47rt)-nf2 exp {- 1��2 - 112t} dt . 

( 1 ) 

(2) 
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The function GJ.t , which (2) shows is symmetric decreasing, satisfies 
( i ) GJ.t ( x) > 0 for all x .  
( ii) JJRn GJ.t (X )dx = J-L-2 . 
(iii) As x --+ 0, 

Gf..t (x) --+ 1/2J-L for n = 1 ,  

GJ.L (x) 
--> 1 for n > 1 .  Go (x) 

( iv) - [log GJ.t (x) ] / (J-L i x l ) --+  1 as l x l --+ oo .  

(3) 

(4) 

From (3) , (4) we see that GJ.t is in Lq(JRn) if 1 < q < oo (n = 1 ) ,  1 < q < oo 

(n = 2) , and 1 < q < n/ (n - 2) (n > 3) . Also, GJ.t E L�(n-2) (JRn) (n > 3) . 
(See Sect. 4 .3 for L{v . )  

(v) If f E LP (JRn) , for some 1 < p < oo, then 

u(x) = f G� (x)f (y)dy }JRn 
is in Lr (JRn) and satisfies 

(5) 

(6) 

with p < r < oo ( n = 1 ) ; p < r < oo when p > 1 and 1 < r < oo when p = 1 
(n = 2) ; and p < r < npj (n - 2p) when 1 < p < n/2 , p < r < oo when 
p > n/2 , and 1 < r < n/(n - 2) when p = 1 (n > 3) . Moreover, (5) is the 
unique solution to (6) with the property that it is in Lr (JRn) for some r > 1 .  

(vi) The Fourier transform of GJ.t is 

ffo(p) = ( [27rp] 2 + Jl?) -l . (7) 

REMARKS. ( 1 ) The function ( 47rt) -n/2 exp { - lx l 2 / 4t } is the 'heat kernel' , 
which is discussed further in Sect . 7.9 . 

(2) The following are examples in one and three dimensions, respectively. 

n = 1 ' 

n = 3. (8) 
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PROOF. It is extremely easy to verify that the integral in (2) is finite for 
all x =!=- 0 and that (i) and ( ii) are true. To prove 6 . 22 (8) we have to show 
that 

{ QIL (x) ( -� + f12 )¢(x)dx = </>(0) }JRn (9) 

for all ¢ E C�(JRn) . We substitute (2) in (9) , do the x-integration before 
the t-integration, and then integrate by parts in x . For t > 0 ,  

Thus , the left side of (9 )  is 

- lim 100 [ r ¢(x) � (47rt) -n12 exp {- lx l 2 - /12t} dx] dt 
c:�o £ }JRn ut 4t 

= - lim 100 � [ r ¢(x) (47rt) -nl2 exp {- lx l 2 - /12t} dx] dt c�o c ot }JRn 4t 

= + lim r ¢(x) (4mo) -nl2 exp {- lx l 2 } dx c:�o }JRn 4c 
¢(0) 

since ( 47rc) -n/2 exp { - lx 1 2/ 4c} converges in V' to bo as c --+ 0 (check these 
steps! ) .  Thus (9) is proved, and hence 6 .22 (8) . 

The proof of (6) is even easier than the proof of Theorem 6 .21 ( 1-3) .  
Again, Fubini 's theorem plus integration by parts does the job. The r­
summability of u follows from Young's (or the Hardy-Littlewood-Sobolev) 
inequality and the fact that GI-L E L1 (JRn) .  Since u E LP (JRn) ,  and hence 
vanishes at infinity, the uniqueness assertion after (6) is equivalent to the 
assertion that the only solution to ( -� + J.-L2 )u = 0 in some Lr (JRn) is u = 0. 
This will be proved in Sect . 9 . 1 1 .  

We leave items (iii) and (iv) as exercises . They are evidently true for 
n = 1 and 3. 

Item (vi) can be proved either by direct computation from (2) or else by 
multiplying 6 .22 (  8) by exp{-27ri (p, x) } and integrating. • 

e In Sect . 6 . 7 we defined the weak convergence of a sequence of functions 
j1 , j2 , . . .  in W1,P (O) with 1 < p < oo by the statement that Ji converges to 
f if and only if Ji and each of its n partial derivatives Oiji converges in the 
usual sense of weak £P(O) convergence . While such a notion of convergence 
makes sense, the reader may wonder what the dual space of W1,P (O) actually 
is and whether the notion of convergence, as defined in Sect . 6 .  7, agrees with 
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the fundamental definition in 2 .9 (6) . The answer is 'yes ' , as the next theorem 
shows . 

The question can be restated as follows . Let go , g1 , . . .  , gn be n + 1 
functions in £P' (0) and, for all f E W1,P (O) , set 

n 
L(f) = In gof + H In g/Jd, (9) 

which, obviously, defines a continuous linear functional on W1,P (O) .  If every 
continuous linear functional has this form, then we have identified the dual 
of W1,P (O) and the Sect . 6 .7 definition agrees with the standard one . 

Two things are worth noting. One is that , with L given, the right side of 
(9) may not be unique because f and '\1 f are not independent . For example, 
if the gi are c� functions, then the n + 1-tuple go , g1 , . . .  ' gn gives the same 
L as go - L:i Oigi , 0, . . .  , 0 . Another thing to note is that (9) really defines a 
continuous linear functional on the vector space consisting of n + 1 copies of 
£P(O) (which can be written as X (n+1 ) £P(O) or as £P (O; (C(n+1) ) ) . In this 
bigger space a continuous linear functional defines the gi uniquely. In other 
words , W1,P (O) can be viewed as a closed subspace of X (n+1 ) £P (O) and our 
question is whether every continuous linear functional on W1,P (O) can be 
extended to a continuous linear functional on the bigger space . The Hahn­
Banach theorem guarantees this , but we give a proof below for 1 < p < oo 
that imitates our proof in Sect . 2 . 14. 

6 .24 THEOREM {The dual of W1,P (f!) ) 

Every continuous linear functional L on W1,P (O) ( 1 < p < oo) can be 
written in the form 6 .23 (9) above for some choice of go , g1 , . . .  , gn in LP' (0) . 

PROOF. Let 'H = X (n+1 ) £P(O) , i .e . , an element h of 'H is a collection of 
n + 1 functions h = (ho , . . .  , hn) ,  each in £P(O) . Likewise , we can consider 
the space B == 0 X {0 , 1 ,  . . .  ' n } , i .e . , a point in B is a pair y = (x ,  j ) with 
X E 0 and j E {0 , 1 ,  2 ,  . . .  ' n } .  We equip B with the obvious prodliCt sigma­
algebra, an element of which can be viewed as a collection of n + 1 elements 
of the Borel sigma-algebra on 0, i .e . , A = (Ao , . . .  , An) with Ai c 0. 
Finally, we put the obvious measure on A, namely J-L(A) = L:j cn(Aj ) ·  
Thus, 'H = £P(B, dJ-L) and l l h l l � = L:j 0 l l hj 1 1 � -

Think of W1,P (O) as a subset of 'H = £P(B ,  dJ-L) , i .e . , f E W1,P (O) is 
,...._, 

mapped into f = (f, 81f, . . .  , onf ) . With this correspondence, we have 
that W, the imbedding of W1,P (O) in 'H ,  is a closed subset and it is also 
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a subspace (i .e . , it is a linear space) . Likewise , the kernel of L, namely 
K = {f E W1 ,P (O) : L (f) = 0} C W1,P (O) , defines a closed (why?) 

,...._, ,...._, 
subspace of 1-i (which we call K) . L corresponds to a linear functional L on 
---- ,...._, 
W whose kernel is K. 

Consider , first , 1 < p < oo. Lemma 2.8 (Projection on convex sets) is 
,....._,.. .....-.._.,.... ,....._,.. ,....._,.. 

valid and (assuming that L =/=- 0) we can find an f E W so that L(f) =/=- 0, 
i .e . , 7 tj K. Then, by 2 .8 (2) , there is a function Y E LP' (B, dJ.-L) such that 
Re J3 (g - h)Y < 0 for some h E K and for all g E K. Since K is a linear 
space (over the complex numbers) this implies that J3 (g - h)Y = 0 for all 
g E K (why?) , which, in turn, implies that J3 ] Y = 0 for all 7 E K (why?) .  

The proof is now finished in the manner of Theorem 2 . 14. For p == 1 the 
second part of Theorem 2. 14 also extends to the present case . • 

Exercises for 
Chapter 6 

1 .  Fill in the details in the last paragraph of the proof of Theorem 6. 19 , i .e . , 
(a) Construct the sequence xi that converges everywhere to X(interval) ; 
(b) Complete the dominated convergence argument . 

2 . Verify the summability condition in Remark (2) , equation (8) of Theorem 
6.21 . 

3. Prove fact (F) in Theorem 6 .22 .  

4 .  Prove that for K compact , J.-L(K) (defined in 6 .22 (3) )  satisfies J.-L(K) < 
T( 'ljJ) for 'ljJ E C� (0) and 'ljJ = 1 on K. 

5. Notice that the proof of Theorem 6 .22 (and its antecedents) used only the 
Riemann integral and not the Lebesgue integral . Use the conclusion of 
Theorem 6 .22 to prove the existence of Lebesgue measure . See Sect . 1 . 2 . 

6. Prove that the distributional derivative of a monotone nondecreasing 
function on JR is a Borel measure . 
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7. Let Nr be the null-space of a distribution, T. Show that there is a 
function c/Jo E V so that every element ¢ E V can be written as ¢ = 
Ac/Jo + � with � E Nr and A E C. One says that the null-space Nr has 
'codimension one ' . 

8 . Show that a function j is in W1'00 (0) if and only if j = g a.e. where g is 
a function that is bounded and Lipschitz continuous on 0, i .e . , there 
exists a constant C such that 

j g (x) - g(y) j < Cjx - y j for all x, y E 0. 

9 .  Verify Remark (1 )  in Theorem 6 .21 that in this theorem ]Rn can be re­
placed by any open subset of JRn . 

10 . Consider the function f (x) = lx l -n on JRn . Although this function is not 
in Lfoc (JRn) , it is defined as a distribution for test functions on JRn that 
vanish at the origin, by 

a) Show that there is a distribution T E V' (JRn) that agrees with T1 for 
functions that vanish at the origin. Give an explicit formula for one 
such T. 

b) Characterize all such T's . Theorem 6. 14 may be helpful here. 
1 1 .  Functions in W1 ,P (JRn) can be very rough for n > 2 and p < n. 

a) Construct a spherically symmetric function in W1,P (JRn) that diverges 
to infinity as x --+ 0. 

b) Use this to construct a function in W1,P (JRn) that diverges to infinity 
at every rational point in the unit cube . 

...., Hint. Write the function in b) as a sum over the rationals . How do 
you prove that the sum converges to a W1,P (JRn) function? 

12 .  Generalization of 6. 1 1 .  Show that if 0 c JRn is connected and if T E 
V' (O) has the property that DaT = 0 for all l a l = m + 1 ,  then T is a 
multinomial of degree at most m , i .e . , T = I:lal <m Caxa . 

13 .  Prove 6 . 23 (4) in the case n > 2 .  
14 . Prove 6 . 23(4) in the case n = 2 .  
15 .  Prove 6 .23 ,  item (iv) . 
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16 . Carry out the explicit calculation of the Fourier transform of the Yukawa 
potential from 6 .23 (2) , as indicated in the last line of the proof of The­
orem 6 .23 .  Likewise, justify the alternative derivation, i .e . , by multi­
plying 6 .22 (8) by exp{-27ri (p, x) } and integrating. The point is that 
exp{-27ri (p, x) } does not have compact support and so is not in V(JRn) . 

17. Verify formulas 6 .23 (8) for the Yukawa potential . 

18 . The proof of Theorem 6 .24 is a bit subtle . Write up a clear proof of the 
"why's" that appear there. 

19 .  Using the definition of weak convergence for W1,P (O) (see Sect . 6 . 7) 
formulate and prove the analog of Theorem 2 . 18 (bounded sequences 
have weak limits) for W1,P (O) .  

20 . Hanner's inequality for wm,p .  Show that Theorem 2 .5  holds for 
wm,P (O) in place of £P (O) . 

21 .  For n > 2 and p < n construct a nonzero function f in W1,P (JRn) with the 
property that , for every rational point y,  limx�y f (x) exists and equals 
zero . (Can an f E C0 (JRn) have this property?) 
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