
Other Passions. With Roland van der Veen, I use “so-
lvable approximation” and “Perturbed Gaussian Differe-
ntial Operators” to unveil simple, strong, fast to compu-
te, and topologically meaningful knot invariants near the
Alexander polynomial. (⊂ polymath!)

?

Theorem ([BG], conjectured [MM],
elucidated [Ro1]). Let Jd(K) be
the coloured Jones polynomial of K, in the d-dimensional
representation of sl2. Writing

(q1/2 − q−1/2)Jd(K)
qd/2 − q−d/2

∣∣∣∣∣∣
q=e~

=
∑

j,m≥0

a jm(K)d j~m,

“below diagonal” coefficients vanish, a jm(K) =

0 if j > m, and “on diagonal” coefficients
give the inverse of the Alexander polynomial:(∑∞

m=0 amm(K)~m
)
· ω(K)(e~) = 1.

“Above diagonal” we have Rozansky’s Theorem [Ro3, (1.2)]:

Jd(K)(q) =
qd − q−d

(q − q−1)ω(K)(qd)

1 +

∞∑

k=1

(q − 1)kρk(K)(qd)
ω2k(K)(qd)

 .

Melvin,
Morton,
Garoufalidis

Abstract. I’ll explain what “everything around” means: classical
and quantum m, ∆, S , tr, R, C, and θ, as well as P, Φ, J, D,
and more, and all of their compositions. What DoPeGDO means:
the category of Docile Perturbed Gaussian Differential Operators.
And what slε2+

means: a solvable approximation of the semi-
simple Lie algebra sl2.

Knot theorists should rejoice because all this leads to very po-
werful and well-behaved poly-time-computable knot invariants.
Quantum algebraists should rejoice because it’s a realistic play-
ground for testing complicated equations and theories.

Cartan’s θ,
the

Dequantizator,
and more. . .

Conventions. 1. For a set A, let zA B {zi}i∈A and let
ζA B {z∗i = ζi}i∈A.†1 2. Everything converges!

DoPeGDO B The category with objects finite
sets†2 and mor(A→ B):{F = ω exp(Q + P)

} ⊂ Q~ζA, zB�
Where: • ω is a scalar.†3 • Q is a “small” qua-
dratic in ζA ∪ zB.†4 • P is a “docile perturba-
tion”: P =

∑
k≥1 ε

kP(k), where deg P(k) ≤ 2k+2.†5

• Compositions:†6

F�G = G◦F B
(
G|ζi→∂zi

F
)

zi=0
=

(
F |zi→∂ζiG

)
ζi=0

.

Cool! (V∗)⊗Σ ⊗ V⊗S explodes; the ranks of qua-
dratics and bounded-degree polynomials grow
slowly!†7

Representation theory is over-rated!

DoPeGDO Footnotes. †1. Each variable has a “weight”∈ {0, 1, 2}, and
always wt zi + wt ζi = 2.

†2. Really, “weight-graded finite sets” A = A0 t A1 t A2.
†3. Really, a power series in the weight-0 variables†9.
†4. The weight of Q must be 2, so it decomposes as Q = Q20 + Q11. The

coefficients of Q20 are rational numbers while the coefficients of Q11
may be weight-0 power series†9.

†5. Setting wt ε = −2, the weight of P is ≤ 2 (so the powers of the
weight-0 variables are not constrained†9).

†6. There’s also an obvious product
mor(A1 → B1) ×mor(A2 → B2)→ mor(A1 t A2 → B1 t B2).

†7. That is, if the weight-0 variables are ignored. Otherwise more care
is needed yet the conclusion remains.

†8. Hom(U⊗Σ → U⊗S ) { mor({ηi, βi, τi, αi, ξi}i∈Σ → {yi, bi, ti, ai, xi}i∈S ),
where wt(ηi, ξi, yi, xi) = 1 and wt(βi, τi, αi; bi, ti, ai) =

(2, 2, 0; 0, 0, 2).
†9. For tangle invariants the weight-0 power series are always rational

functions in the exponentials of the weight-0 variables (for knots:
just one variable).

Our Algebras. Let slε2+
B L〈y, b, a, x〉 subject to [a, x] = x,

[b, y] = −εy, [a, b] = 0, [a, y] = −y, [b, x] = εx, and [x, y] =

εa + b. So t B εa − b is central and if ∃ε−1, slε2+
/〈t〉 � sl2.

U is either CU = Û(slε2+
) or QU = U~(slε2+

) = A〈y, b, a, x〉 with
[a, x] = x, [b, y] = −εy, [a, b] = 0, [a, y] = −y, [b, x] = εx, and
xy − qyx = (1 − AB)/~, where q = e

~ε , A = e
−~εa, and B = e

−~b.
Set also T = A−1B = e

~t.
The Quantum Leap. Also decree that in QU,

∆(y, b, a, x) = (y1 + B1y2, b1 + b2, a1 + a2, x1 + A1x2),
S (y, b, a, x) = (−B−1y,−b,−a,−A−1x),

and R =
∑
~ j+kykb j ⊗ a jxk/ j![k]q!.

Compositions (1).

Where • ω = ω1ω2 det(I − F2G1)−1.
• E = E1(I − F2G1)−1E2.
• F = F1 + E1F2(I −G1F2)−1ET

1 .
• G = G2 + ET

2 G1(I − F2G1)−1E2.
• P is computed using “connected Feyn-
man diagrams” or as the solution of a messy
PDE (yet we’re still in algebra!).

Mid-Talk Debts. •What is this good for in quantum algebra?
• In knot theory?
• How does the “inclusion” D : Hom(U⊗Σ → U⊗S ) {

DoPeGDO work?
• Proofs that everything around slε2+

really is DoPeGDO.
• Relations with prior art.
• The rest of the “compositions” story.

Less Abstract

D

Thanks for inviting me to Da Nang!
ωεβBhttp://drorbn.net/v19/

More at ωεβ/talks

Dror Bar-Natan: Talks: DaNang-1905:

Everything around slε2+
is DoPeGDO. So what?
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Continues Rozansky [Ro1,
Ro2, Ro3] and Overbay [Ov],
joint with van der Veen [BV].

m : U ⊗ U→U

tr : U→U/wx=xw

Φ∈CU⊗3

∆ : U→U ⊗ U

R∈QU ⊗ QU

J∈CU ⊗CU

S : U→U

C∈QU

ca mũ

†8

4D Metrized Lie Algebras

In mor(A→B), Q=
∑

i∈A, j∈B
Ei jζiz j+

1
2

∑
i, j∈A

Fi jζiζ j+
1
2

∑
i, j∈B

Gi jziz j

composition � One abstraction level
up from tangles!

{tangles} →
{ }

with compositions:

A B

E1

F1 G1

P1

ω1 B C

E2

F2 G2

P2

ω2 A C
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p = 1 − T s
diamondtraffic.com
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Cars, Interchanges, Traffic Counters, and a Pretty Darned Good Knot Invariant
Dror Bar-Natan: Talks: Geneva-2206:

i+1 j+1j+1 i+1

1−T T 1 0 0 T−11 1−T−1

ωεβ/J

(n = 3)
T

δ
U

We seek strong, fast, homomorphic knot and tangle invariants.
Strong. Having a small “kernel”.
Fast. Computable even for large knots (best: poly time).

d1

Why care for “Homomorphic”? Theorem. A knot K is ribbon
iff there exists a 2n-component tangle T with skeleton as below
such that τ(T ) = K and where δ(T ) = U is the untangle:

Homomorphic. Extends to tan-
gles and behaves under tangle
operations; especially gluings
and doublings:

K

τ

Hear more at ωεβ/AKT.

ωεβBhttp://drorbn.net/j22/Thanks for inviting me to Geneva!

Abstract. Reporting on joint work with
Roland van der Veen, I’ll tell you some
stories about ρ1, an easy to define, strong,
fast to compute, homomorphic, and well-
connected knot invariant. ρ1 was first studied by Rozansky and
Overbay [Ro1, Ro2, Ro3, Ov], it has far-reaching generalizations,
it is dominated by the coloured Jones polynomial, and I wish I un-
derstood it. Common misconception. “Dominated”; “lesser”.

Jones:
Formulas stay;
interpretations change with time.

Formulas. Draw an n-crossing knot K as on the ri-
ght: all crossings face up, and the edges are marked
with a running index k ∈ {1, . . . , 2n + 1} and with
rotation numbers ϕk. Let A be the (2n+1)× (2n+1)
matrix constructed by starting with the identity ma-
trix I, and adding a 2 × 2 block for each crossing:

ij

s = −1

Let G = (gαβ) = A−1. For the trefoil example, it is:

A =



1 −T 0 0 T − 1 0 0
0 1 −1 0 0 0 0
0 0 1 −T 0 0 T − 1
0 0 0 1 −1 0 0
0 0 T − 1 0 1 −T 0
0 0 0 0 0 1 −1
0 0 0 0 0 0 1



,

G =



1 T 1 T 1 T 1
0 1 1

T 2−T+1
T

T 2−T+1
T

T 2−T+1
T 2

T 2−T+1 1
0 0 1

T 2−T+1
T

T 2−T+1
T

T 2−T+1
T 2

T 2−T+1 1
0 0 1−T

T 2−T+1
1

T 2−T+1
1

T 2−T+1
T

T 2−T+1 1
0 0 1−T

T 2−T+1 − (T−1)T
T 2−T+1

1
T 2−T+1

T
T 2−T+1 1

0 0 0 0 0 1 1
0 0 0 0 0 0 1



.

Note. The Alexander polynomial ∆ is given by

∆ = T (−ϕ−w)/2 det(A), with ϕ =
∑

k

ϕk, w=
∑

c

s.

Classical Topologists: This is boring. Yawn.

A col i+1 col j+1
row i −T s T s − 1
row j 0 −1

c :

i j

s = +1

4

ϕ
4

=
−1

∗ In algebra x ∼ 0 if for every y in the ideal generated by x, 1 − y is invertible.

Formulas, continued. Finally, set

R1(c) B s
(
g ji

(
g j+1, j + g j, j+1 − gi j

)
− gii

(
g j, j+1 − 1

)
− 1/2

)

ρ1 B ∆2


∑

c

R1(c) −
∑

k

ϕk (gkk − 1/2)

 .

In our example ρ1 = −T 2 + 2T − 2 + 2T−1 − T−2.
Theorem. ρ1 is a knot invariant. Proof: later.
Classical Topologists: Whiskey Tango Foxtrot?

Cars, Interchanges, and Traffic
Counters. Cars always drive forw-
ard. When a car crosses over a bridge
it goes through with (algebraic) pro-
bability T s ∼ 1, but falls off with probability 1 − T s ∼ 0∗. See
also [Jo, LTW].

Accompanies ωεβ/APAI

“The Green Function”

Jessica, Nancy, Tamara, Zsuzsi, & Dror in PDS4

van der Veen

Le, Murakami

Dancso Hogan Liu Scherich

Tangles in a Pole Dance Studio: A Reading of Massuyeau, Alekseev, and Naef
Dror Bar-Natan: Talks: LesDiablerets-2208:

Example 2. With γ1, γ2 ∈ π (or π̄) and with
λ0, λ1 as on the right, we get the “double bra-
cket” η2 : π ⊗ π→ π ⊗ π (or π̄ ⊗ π̄→ π̄ ⊗ π̄).
Example 3. With γ ∈ π̄ and
λ0(γ) its ascending realization
as a bottom tangle and λ1(γ) its
descending realization as a bottom tangle, we get
η3 : π̄→ π̄⊗ |π̄|. Closing the first component and
anti-symmetrizing, this is the Turaev cobracket. descendingascending

ascending descending

Example 4 [Ma]. With γ ∈ π̄ and λ0(γ) its
ascending outer double and λ1(γ) its ascen-
ding inner double we get η4 : π̄ → π̄ ⊗ π̄. A-
fter some massaging, it too becomes the Tu-
raev cobracket.

Nancy

Thanks for inviting me to Les Diablerets! ωεβBhttp://drorbn.net/ld22/

ωεβ/g22

Preliminary Definitions. Fix p ∈ N and F = Q/C.
Let Dp B D2\(p pts), and let the Pole Dance Studio
be PDSp B Dp × I. PDS3

Abstract. I will report on joint work
with Zsuzsanna Dancso, Tamara
Hogan, Jessica Liu, and Nancy Sche-
rich. Little of what we do is original,
and much of it is simply a reading of Massuyeau [Ma] and Alek-
seev and Naef [AN1].
We study the pole-strand and
strand-strand double filtration on
the space of tangles in a pole
dance studio (a punctured disk
cross an interval), the correspon-
ding homomorphic expansions,
and a strand-only HOMFLY-PT
relation. When the strands are transparent or nearly transparent
to each other we recover and perhaps simplify substantial parts
of the work of the aforementioned authors on expansions for the
Goldman-Turaev Lie bi-algebra. =⇒ Expansions W : FG⟨Xi⟩ → FA⟨xi⟩:

Magnus: Xi 7→ 1 + xi, X−1
i 7→ 1 − xi + x2

i − . . .
Exponential: X±1

i 7→ e
±xi

ωεβ/v19

Definitions. Let π B FG⟨X1, . . . , Xp⟩ be the free group (of defor-
mation classes of based curves in Dp), π̄ be the framed free group
(deformation classes of based immersed curves), |π| and |π̄| deno-
te F-linear combinations of cyclic words (|xiw| = |wxi|, unbased
curves), A B FA⟨x1, . . . , xp⟩ be the free associative algebra, and
let |A| B A/(xiw = wxi) denote cyclic algebra words.

Theorem 1 (Goldman, Turaev, Massuyeau, Alekseev, Kawazu-
mi, Kuno, Naef). |π̄| and |A| are Lie bialgebras, and there is a
“homomorphic expansion” W : |π̄| → |A|: a morphism of Lie bial-
gebras with W(|Xi|) = 1 + |xi| + . . ..
Further Definitions. • K = K0 = K0

0 = K(S ) B
F⟨framed tangles in PDSp⟩.

• K s
t B(the image via  → ! −" of tangles in PDSp

that have t double points, of which s are strand-strand).
E.g.,

• K /s B K/K s. Most important, K /1(⃝) = |π̄|, and there is
P : K(⃝)→ |π̄|.

• A B∏Kt/Kt+1, As B
∏K s

t /K s
t+1 ⊂ A, A/s B A/As.

K2
5 (⃝) = /.  → ! −"

Key 1. W : |π̄| → |A| is Z/1
H : K /1

H (⃝)→ A/1
H (⃝).

Key 2 (Schematic). Suppose λ0, λ1 : |π̄| → K(⃝) are two ways
of lifting plane curves into knots in PDSp (namely, P ◦ λi = I).
Then for γ ∈ |π̄|, Lemma 1. “Division by ℏ” is well-defined.

η(γ) B (λ0(γ) − λ1(γ))/ℏ ∈ K /1
H (⃝⃝) = |π̄| ⊗ |π̄|

and we get an operation η on plane curves. If Kontsevich likes λ0
and λ1 (namely if there are λa

i with Z/2(λi(γ)) = λa
i (W(γ))), then

η will have a compatible algebraic companion ηa:
ηa(α) B (λa

0(α) − λa
1(α))/ℏ ∈ A/1

H (⃝⃝) = |A| ⊗ |A|.
For indeed, in A/2

H we have ℏW(η(γ)) = ℏZ(η(γ)) = Z(λ0(γ)) −
Z(λ1(γ)) = λa

0(W(γ)) − λa
1(W(γ)) = ℏηa(W(γ)).

Fact 1. The Kontsevich Integral is an “expansion” Z : K → A,
compatible with several noteworthy structures.
Fact 2 (Le-Murakami, [LM1]). Z satisfies the strand-strand
HOMFLY-PT relations: It descends to ZH : KH → AH , where

KH B K
/(
! −" = (eℏ/2 − e−ℏ/2) ·a

)

AH B A /( = ℏ or = ℏ )
and deg ℏ = (1, 1).
Proof of Fact 2. Z(!) − Z(") = P ·

(
e
\/2 − e−\/2

)

= P ·
(
e
ℏP/2 − e−ℏP/2

)
=

(
e
ℏ/2 − e−ℏ/2

)
a. □ The rest is essentially Exercises: 1. Lemma 1? 2. A?

3. Fact 2? 4. A/1? Especially, A/1(⃝) � |A|! 5. Explain
why Kontsevich likes our λ’s. 6. Figure out ηa

i , i = 1, . . . , 4.

Example 1. With γ1, γ2 ∈
|π| (or |π̄|) set λ0(γ1, γ2) =
γ̃1 · γ̃2 and λ1(γ1, γ2) = γ̃2 ·
γ̃1 where γ̃i are arbitrary lifts of γi. Then η1 is the Gol-
dman bracket! Note that here λ0 and λ1 are not well-
defined, yet η1 is.

−
D·Z

Video and more at http://www.math.toronto.edu/~drorbn/Talks/LesDiablerets-2208/
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