C _C._ The Yang-Baxter Technique. Given an al-
b i gebra U (typically U(g) or U, (g)) and ele-
/\ ments
b a R=>a@bhcUgU and Cel,
/\ form Z = Z Ca,-bjakCzbiajbkC.

ijik
b ax Problem. Extract information from Z.
The Dogma. Use representation theory. In

C \ Cc ' principle finite, but slow.

Definition. A “docile perturbed dOC-ile
Gaussian” in the variables (z;);cs over ‘/ dasal/
the ring R is an expression of the

(ClOX JGICIE

ladjective

ready to accept control or instruction; submissive

fform a cheap and docile workforce”_ _ _ _ _ _
i iy
@q ZIZ!P = @q % (Z ekpk} B
k=0
where all coefficients are in R and where P is a ‘“docile series’:
deg Py < 4k.

Docililty Matters! The rank of the space of docile series to €X is

The (fake) moduli of Lie alge-
bras on V, a quadratic variety in
(V*)®2®V is on the right. We ca-
re about sl := si5 /(e = 0).

olynomial in the number of variables |S|.
Melvin,

Theorem ([BNG], conjectured [MM], @
g : \‘L 2 Morton,
i "

elucidated [Rol]). Let J;(K) be the co- Garoufalidis
lloured Jones polynomial of K, in the d-dimensional representa-

Solvable Approximation. A quantized universal enveloping al-
gebra (aka “quantum group”) is an co-dimensional inverse limit.

untrimmed ———= hqlfwayd- —_— afllllIlll(}),S_t
1 trlmime trimmed
t00 hard “solvable approximation” g .. e-type”

(a parameter is hidden)
IRecomposing g/,. Half is enough! gl, @ a,, = D, b, 6):
[ Db b(\) =b: NN — N

b ;’Lf*— b(N) ~ §: N - UeN

Now define gl§ = D(N, b, €5). Schematically, thisis [N, N] = N,
[N, N] = eb, and [N,N] =N + e\. In detail, it is

: L [eij, enl =6 jxeiq — Suer;  Lfsjs ful = €6 fiu — €61ifi
il h e; | Leijs ful =06 ju(€6 jreir + Sulhi + €81)/2 + bi>1fi)
. —0ii(€bk<jerj + Orj(h; + €g;)/2 + Oi>jfij)
i I 8 Lgi el = (Bij — Side ji [hi, e ] = €(6ij — din)e i

Lgi» fix]=(0ij — 6ur) fix [A:, fix]=€(6ij — Su) fix

tion of s/,. Writing

(q"? — g7 "' Ju(K)
qd/2 _ q—tl/2

= > am(K)d'n",
J:m=0
“below diagonal” coeflicients vanish, a;,(K) =
O if j > m, and “on diagonal” coeflicients
give the inverse of the Alexander polynomial:
(Zpezo @mm (KON - w(K)(") = 1.
“Above diagonal” we have Rozansky’s Theorem [Ro03, (1.2)]:
q' g (1 . i (g - 1>’<pk<K>(qd)J.
(g — g Hw(K)(g" i WwHk(K)(gD)
IPrior art. Some amazing computations by 'E Rozansky,
IRozansky and Overbay in [Ro2, Ro3] and
in [Ov]. S
Quesne

g=e"

Ja(K)(q) =

Overbay

[Faddeev’s Formula (In as much as we
can tell, first appeared w/o proof in Fad-
deev [Fa], rediscovered and proven in
Quesne [Qu], and again with easier proof,
in Zagier [Za]). With [n], :== £=L, with [n],! = [1],[2],- - - [n],

Faddeev

Zagier

Solvable Approximation (2). At € = 1 and modulo 2 = g, the
above is just gl,. By rescaling at € # 0, g/ is independent of e.
We let gl’,‘, be gl;;, regarded as an algebra over Qlel/e! = 0. Tt is
the “k-smidgen solvable approximation” of g/,,!

[Recall that g is “solvable” if iterated commutators in it ultimately
ivanish: g, = [a, 9], 93 = [82,092], ..., gz = 0. Equivalently, if it
lis a subalgebra of some large-size \ algebra.

INote. This whole process makes sense for arbitrary semi-simple
ILie algebras.

==
. .
and with e} = 3,59 ﬁq!, we have

1 — g)kx* 1 — g)*x?
loge = ( q)k _ .. ¢ q);c
o k(1 = g) 2(1 =g
Proof. We have that e} = e;;i" (“the g-derivative of ey, is itself™),

and hence e = (1 + (1 — g)x)e;, and
loged" = log(l + (1 — g)x) + loge;.

Writing log ey, = i arx* and comparing powers of x, we get

=g

Kok o

¢*ax = —(1 — @)% /k + ay, or ay. =

GDO-Categories. Given g with basis B = {x,y,...}, consider
the following diagram:

A
Q = U (Bya) —Z— Ui (9) ____ Uiy (D, 0)

T O(xy...: ~)( j@(yxm: -) T@(ylxp..@yzxz“.: -)
A
S z SB_____S(B1,B)
SWry

Hence Z, SW,,, m, A, (and likewise S and 6) are morphisms
in the completion of the monoidal category ¥ whose obje-
cts are finite sets B and whose morphisms are morg(B, B) =
Homg (S(B) — S(B’)) = S(B*,B’) (by convention, x* &,
y* = n, etc.). Ergo we need to consolidate (at least parts of)
said completion.

Aside. “Consolidate” means “give a finite name to an infini-
te object, and figure out how to sufficiently manipulate such
finite names”. E.g., solving f” = —f we encounter and set

— 1)k 2k — 1)k (2k+1 .
Z% ~> COS X, Z% ~> sinx, and then cos®x +
sin? x = 1 and sin(x + y) = sin xcos y + cos xsin y.

The Composition Law. If

SBy) —L— SB)) —, SBy)
1feQl[{oi.z1] 12€Ql[{1 .22k ]l
then ‘(f/) = "¢ ) = (ela, -, f)
21=
Examples. ,

1. The 1-variable identity map 7: S(z) — S(z) is given by

I, = @¥ and the n-variable one by I,, = @¥41**nln,

Video and more at http://www.math.toronto.edu/~drorbn/Talks/Matemale-1804/
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