Brownian motion as the limit of random walks
Xy, Xo,...iid Bernoulli P(Xj=1) = P(X;=—-1)=1/2

Sn:X1 ++ X
Bn(t) = fSU"J Takes steps +—- 7 at times 1

= n, .
Or By(t) = polygonalized version. Almost the same but continuous

B,(t) == Brownian motion B(t)

What does it mean for stochastic processes to converge?
dist(Bp(t1), . .., Bn(tk)) — dist(B(t1), . .., B(t)) k=1,2,3,...

Convergenence of finite dimesional distributions
Immediate from (multidimensional) central limit theorem
Same for By (t)
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P, = measure on C[0, T] corresponding to Bp(t),0 <t < T
Invariance principle (Donsker's Theorem)

Pn=P

Much stronger than convergence of finite dimensional distributions

Examples
o 1
1 — — di B(t
d/st(orgnrgén nSm) dlSl‘(OSSl;g1 (1)
(2]

n 1
dist(n15 3" 8K) — dist( / B (1))
m=1 0

For a proof see Billingsley "Convergence of Probability Measures”
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Brownian motion with variance 2 and drift b as the limit of
random walks

Xn(t) jumps fa +1bor —Ta + b with probabilities 1/2 at times
hr Lnt]
Xn(t) — bT = O'Bn(t)

Xn(t) — oB(t) + bt

General local diffusivity o2(t, x) and drift b(t, x)
Xn(t) jumps

T50 (s Xa(£)) + 56(5 Xn(5)) o = Jmo (4, Xa(7)) + £0(h, Xa(£))

with probabilities 1/2 at times £, i =1,2,...  Xa(t) — X(1)

dX () = o(t, X(£))dB(t) + b(t, X(1))dt

But how to prove it?

v
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Here’s another proof that random walks converge to Brownian
motions, which does generalize
Recall B,(t) = %Sm where Sp = Xq +--- 4+ Xp,

Let f € C?

Lth 1
f(Bn(t)) = Z Lnf Bn = Martingale

Laf(x) = S(F(x -+ n™2) = 21(x) + 1(x — /%))

Lof(x) — %f”(x)

[tn|—1 t
n 32 Lof(Bi) — 5 [ £ (Bloas

0

f(B(t)) —/ f'(B(s))ds = martingale = B(t) Brownian motion



Really one needs to show that P, are precompact as a set of
probability measures. It is similar to the proof that Brownian motion is
continuous, but you just use the martingale formulation directly. The
details are long, but the final result is

Theorem
Suppose that

o nf|y_x|§1 (Vi — xi)(¥; — X))P1/n(X, dy) — ajj(x) uniformly on
compact sets

Q nf|y7x|§1 (Vi — Xi)P1/n(X, dy) — bi(x) uniformly on compact sets

Q np1 (X, B(x, e)C) — 0 uniformly on compact sets, for each ¢ > 0

where a(x) and b(x) are continuous. Suppose that we have weak
uniqueness for the stochastic differential equation

dX = o(X)dB + b(X)dt

and let P denote the measure on CJ[0, T] corresponding to X(t),
0<t<T.Then P,= P
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Similarly

Theorem

Suppose that o(t, x) and b(t, x) are locally bounded measurable
functions, continuous in x for each t > 0 and one has weak
uniqueness for the stochastic differential equation

dX = o(X)dB + b(X)dt, Xo =X
Let P2P denote the measure on C[0, T] corresponding to X(t),

0<t< T,where a=oc'. Suppose that o,(t, x) and by(t, x) are
measurable and locally bounded uniformly in n, and that

)
lim / sUp {[[an(s. x) — a(s. X)|| + |ba(S. X) — b(s.x)|} ds = O.
n—oo 0 |X|§R

an,bn a,b
FX = FX .
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Binomial model

Sn = price of asset at time n

P(Spi1=uSp) =p P(Spi1=dSp)=1—-p=qOftend=1/u
r=interestrate0 <d <1+r<u

European call option has strike price K at time 1, dSy < K < uSy

It means it is worth uSy — K if the stock goes up, and 0 if the stock
goes down

Question: How much is it worth today?

Let’s see what you could do with the stock and money market

7119



Xn = wealth at time n

A, = stock held at time n

Time 0: AgSy stock, Xp — AgSp cash

At time 1 itis worth: AgSy + (1 4+ r)Xo — Ao Sp

ie. itis worth AquSy + (1 + r)(Xo — Ao Sp) if the stock goes up and
NodSy + (1 + r)(Xo — ApSp) if the stock goes down

Suppose we take

AouSy + (1 aF I’)(Xo = AoSo) =uSy — K,

DodSy + ( )(Xo —0pSp) =0

ie. Ag = (u d)s , Xo = =21+ 1)~ (uSy — K)
Suppose you have Xj .

If the option costs more than Xy, you won’t buy it, because you can do
better with the stock and money market strategy just described

If the option costs less than Xy, it is a better deal than just described,
so everyone would short the stock to buy it, and the stock would go
down.
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So as long as the market is efficient = no arbitrage opportunities, the
option is worth

If the option was worth V; at time 1 then you can do the computation

again to get

Vo=(1+r)"E[V]

where p is the probability of the stock going up and 1 — p is the
probability of the stock going down

(1 +r)~"V, is a martingale wrt the "risk neutral” measure P

Vo= (1+r)""E[V,]
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Limit of small transaction periods

For each n, consider a binomial model S,(t) with

up = 14—
" T Un
g
d, = 1 - —
! vn
n = 0
eriod = L
p N
. 14+rm—-d, 1 -
—_nmn_ _q_
P Up — dp 2 P
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At each time 1/n, X, = log S, jump up log u, or down log dn,each with
probability 1/2

1
NE[Xpi1 — Xn | Xn=x] = En(IOQ up — log dp)
1
NE[(Xpi1 — Xn)2 | Xn=x] = 5n((log Un)? + (log dn)?)
log up, = log(1 +i)—i—aj+o(”f1)
g n — g \/ﬁ - \/ﬁ 2n
2
_ _2y__°2 _ 7 —1
log dy, = log(1 ﬁ) /" 2n +o(n")

1 2
PE[Xpi1 = Xo| Xa=x] = Zn(log un+log op) = ~Z 4+ o(1)

2
2 1 2 2 2
NE[(Xpi1 — Xn)* | Xn=x] = én((log up)“+ (logdp)s) =0
Hence :
Xn(t) = X(t)  dX =o0dB— éa2dt
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Sn(t) — S(t) = eoBi—2o% Geometric Brownian motion
European option pays V(S(T)) attime T
Value today = V(t, S(t)) = e "(T-DE[V(S(T)) | Fi]

Plug into normal density=- Black-Scholes formula

log £t + (r + 3a2)(T — t))

V(t,S) = st¢<

oV T —t
Tk log 3 + (r — 1o®)(T — 1)
oV T —t

2
2

X e
) :/_oo Nl
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Brownian local time
Definition

gt
= lim — — x| <
Li(x) = lim 25/0 1(|Bs — x| < ¢)ds

To prove that it exists, and is continuous

W ly| > €
k) = { 112+ e®), x| <c

Then 11/(y) = £1(1y| < o
t 1 t
£(By) —/0 f(Bs)dBs — 2—6/0 1(|Bs — x| < ¢)ds

f.(Bt) — |Bl
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t
E( /O (#/(Bs) — san(Bs))dBs)?]
t
— / (#/(Bs) — san(Bs)))20s]
— / 1(Bs) — sgn(Bs))?1(|Bs| < €)ds]

< [ /0 (IBs| < )]

— 0 as e— 0

1 t
Z/O 1(‘BS—X|<€ / Bs)st
t

— |Bt|—/O sgn(Bs)dBs
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Same proof gives

Tanaka’s formula’s

t
Bi—x|— [ sen(Bs — x)0Bs = Li(x)

(Bt —x)+ — /Ot1(BS > x)dBs = %Lt(x)

L:(x) is continuous in t and x, nondecreasing in t

3 sen(Bs — x)dBs = By

0 Stochastic Calculus

April 10, 2007

15/19



Lemma

Let x(t) be a continuous function on [0, o) with x(0) = 0.There exists
a unique continuous function a(t) on [0, co) such that a(0) = 0, a(f) is
nondecreasing,a(t) is increasing only on {t : x(t) + a(t) = 0} in the
sense that

/oo 1(x(s) + a(s) > 0)da=0
0

and such that
x(t) + a(t) > 0, t>0

Proof
Let
a(t)=0vVv sup {—x(s)}
0<s<t

Then x(t) > 0 Ainfo<s<¢ X(S) = —a(t) , a(0) = 0, a(t) nondecreasing,
continuous.

April 10,2007 16/19



Proof
a(t)y=0v sup {—x(t)}

0<s<t
Suppose (t1, L) C {t > 0: x(t) + a(t) > €}
—x(s) = a(s) — (x(s) + a(s)) < a(k) — ¢, h<s<b

)
a(k) = a(t)
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Proof.
Uniqueness: Suppose ai(t) and ax(t) both do the job

Suppose 37,
x(7) +ai(r) > x(7) + ax(7)

o=sup{0 <s<7:x(8)+ ai(s) =x(s)+ ax(s)}

x(t)+ai(t) > x(t) + a(t), o<t<rt

x(t)+ax(t) >0 x(t)+ai(t)>0 o<t<rt
81(7') = 81(0)
[x(7) + ai(7)] = [x(7) — ax(7)]

= [x(0) + a1(0)] — [x(0) — a(0)] = 0

R
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sup Bs =0V sup {—(—Bs}

0<s<t 0<s<t

Lemma = sup Bs—B;>0
0<s<t

Tanaka = —B;+ Ly(x)=|B:| >0
By uniqueness

Li(x) Z" sup Bs  sup Bs— B &' By
0<s<t 0<s<t
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