Einstein’s derivation of Brownian transition density

Particle starts at 0 € R® and is pushed around by tiny molecular
bombardments.

f(t,x)dx = P(X; € dx) = f|7im0 h=3P(X; € a box of side length h around x).

p(s,x,t,y)dy = P(X; € dy | Xs = x).

F(t+ 7, x) = / F(x — y, P(X — y.t, X, + 7)dy.

homogeneity in space and time p(s, x,t,y) = p(t — s,y — x).
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f(t+71,x) = /(f(t, x)—y- VIt x)+ %y -D?f(t,x)y + ---)p(r, y)dy
3
= f(tx) / Py =3 502 [ vptrpay

3
+ }: xax {/mnpnykw+

/MﬂWWZT

symmetry [ y;p(r,y)dy =0and [ y;yjp(r,y)dy =0 i+ j.
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Influence of molecular bombardment in any two nonoverlapping
intervals of time is independent
Variance should grow linearly, like the sum of independent random
variables

Var(Xy +--- + Xy) ~ CN

/ yip(r,y)dy = Dr.
Letting 7 — 0 get heat equation

of 1

5 EDAf.
With the obvious initial condition f(x, 0) = d this has the well known
solution

_Ix?
e 2Dt

f(t,x) = (@2n D1
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Markov processes

A process X;, t > 0 is called a Markov process if for any function g and
any t > s,

E[g(Xt) | Xy, 0 < u < 8] = E[g(Xi) | Xs].
Process determined by initial distr P(Xy € A) and the transition probs

p(s,x,t,A) = P(Xi € A| Xs = Xx) s<t
P(X:, € A1,..., Xi, € An)
/ /A /P(Xo € dxo)p(0, Xo, t1, dxy) - - - P(th—1, Xn—1, tn, An)
Chapmar:—l1<olmog10rov equations

p(s, x,t, A) = / p(s, x,u,dy)p(u,y,t,A)  fors<u<t.

(—x)?
Example. Brownian motion p(s, x, t, dy) = ﬁe‘ 2T dy J
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Gaussian measures

Definition

Let (E, &, 1) be o-finite, separable.

There exists a Gaussian family {X(f)}ci2(e ¢ ) satisfying
Q f— X(f)is linear
Q E[X(N] =0, EIX(N] = IIflI2 g ¢,

We can write X(A) = X(14), A € £ to get a random measure

Example: Brownian motion

Xt — Xs = X([s, 1)) is a Gaussian measure
intensity ;. = Lebesgue measure

X(f) = / faB

(1)

v
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Gaussian measures

Definition

Let (E, &, u) be o-finite, separable.

There exists a Gaussian family {X(f)}sc;2(e ¢ ) satisfying
Q f— X(f)is linear
Q E[X()] =0, E[IX(NP] = IflZ2e ¢

We can write X(A) = X(14), A € £ to get a random measure

Proof.

Let {en}n=123.. be an orthonormal basis of L?(E, &, 1) and Xp,
n=1,2,... beiid N(0,1).

o0
Z (f,en) X
n=1

Ol

v
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Functions of finite variation

f: Ry — R right continuous

A=0=1 <t <---<tp=tsubdivision of [0, {]
|A| = sup; |tir1 — ti| = mesh size

f is of finite variation if for each t < oo,

Ifll7v. [0, = SUPA > [f(tiv1) — F(t)] < o0
Proposition

@ A function of finite variation is the difference of two monotone
increasing functions

Q ([0, t]) = f(t) provides a 1-1 correspondence between measures
on R and functions of finite variation

Q [, 9(t)df(t) = [ gdu is the Riemann-Stieltjes integral
Q A function of finite variation is differentiable almost everywhere
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Quadratic variation

Definition
A stochastic process X;, t > 0 has finite quadratic variation

if there exists a finite process (X, X);, t > 0s.t. for each t < oo and
each sequence {Ap},—1 2 .. of subdivisions of [0, {f] with |Ap| — 0,

. prob
nILmooZ|Xt’+‘ _Xti‘z =" (X, X):
i

The process (X, X):, t > 0 is non-decreasing.
It is called the quadratic variation of X.

Recall limp_.co Xp "2° X if P(|X, — X| > ¢) — 0 for each ¢ > 0
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Quadratic variation

Theorem

Let X be a Gaussian measure with intensity . on (E,E) Let A € & with
p(A) < oo Let {A¢}n=1,2,... be finite partitions of A such that
sup, (A7) — 0 asn— oo Then

Tim 3™ X(ADP = u(A)
k

in L2(Q, F, P)

Proof.
{X(A%)}« independent (0, |1«(A7)|) so

ET 32k X2(AR) — (ARDIP] = Sk E[IXP(AR) — n(AQI)
=237 [(AR)? < 2u(A) supy 1u(AR)

O
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Quadratic variation

Theorem

Let X be a Gaussian measure with intensity . on (E, &) Let A € € with
1(A) < oo

Let {A}}n=1,2,... be finite partitions of A such that sup, u(Ay) — 0 as
n— oo

Then

Tim 3" IX(ADE = u(A)
k

in L2(Q, F, P)

Brownian motion

Brownian motion is Gaussian measure with intensity at

(B,B); =t

()
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Quadratic variation

Note that if X, P1% X one can always choose a (non-random)

subsequence such that X, "— P

So one can choose partitions so that

IImZ|Xt,+1 X2 = (X, X))y

For Brownian motion it turns out that any sequence A, C A1 gives
a.s. convergence
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Proposition

With probability one Brownian motion B;, t > 0 is not of finite variation

in any interval

Proof.
Let f be any continuous function on [0, {]

2
Z ‘ftiﬂ - ft[‘ < m’.ax ‘ffm ft;‘ Z ’ft/+1 ff/
i

Since max; |f;,, — f| — O, if

(f, 0 =lim> " |f,, — f>>0
i

then
I|mz |ft,'+1 — fti| = ||f||TV1[07t] =
i

and if [|f|[ 7y jo,q < oo then (f,f); =0

() January 17, 2007

12/21



Proposition
With probability one Brownian motion By, t > 0 is not locally Hélder of
order o forany o > 1/2

Proof.

Let f be any continuous function on [0, f] s.t. forsome 0 <a< b <t
andsome o > 1/2,foralla<s,t < b,

| — fs] < k|t —s|*

Then
> iy, — £i2 < K2(b— @) max [t g — 2>
- ]
I
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Theorem. (Paley, Wiener, Zygmund 33)
Brownian motion is nowhere differentiable with probability one

Proof. (Dvoretsky, Erdds, Kakutani 61)
Suppose that B(t) was differentiable at a point s € [0, 1].

Then Je > 0 and an integer ¢ > 1 such that

|B(t) — B(s)| < ¢(t —s) for 0<t-—s<e

Choose an integer n > / large enough so that

i i+1 i+2 i+3 .
=< i < i < i <S+e where = |ns|+1.
n n n n

,/;) 3(1771)|<E for j=i+1,i+2,i+3.

v
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Proof.
Therefore the event that B(t) is differentiable at some point is
contained in the set

1 70

e-JUN U N {isdh-slshn<T}

£>1 m>1n>mo<i<n+1i<j<i+3

We show P(B) = 0 as follows.

P(ﬂ U N {B(ﬁ)B("n‘)Jf})

n>mo<i<n+1i<j<i+3

ce( U0 {ed-elShi<2})

0<i<n+1i<j<i+3
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Proof.

P(ﬂ U N {B({,)B(’,ﬂ)<7,f})

n>m0<i<n+1i<j<i+3

o IV ES N
<I|nrglogfp( U /D+3{|B(”) B(——)| < n})

0<i<n+1i<

n+1 . .
<Iinrg§QfZP( N {rB(f,)—B(’_,f)\ <7,f})

i=1 i<j<i+3

<y [P (1< )]

:ILnlLrgfn[P <|B(1)\ < ;%)T :Iinrrliorgfn[;gﬁ]3 =0
L]

v
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Theorem Brownian motion is not Holder of order 1/2

this follows from
Modulus of continuity (P.Levy)
With probability one,

limsup sup 1B =B _

e—0  oss<t<t y/2eloge!

t—s<e

Lemma
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Proof of limsup__, SUpo<s<t<t —2=22 > 1

t—s<e +/2eloge=! —

let 5 > 0, Ap = {maxq<keon |Bx — Bii| < (1 - 8)h(2~™)},
- - 2n 2!7

h(t) = /2tlog t-1

e ¥/2
PA) < (1 -2 ad
(An) = ( (1-8)y/2l0g2" V27 y)
< efcn—1/22n(1—(1—5)2)

so Y 2, P(An) < co. By the Borel-Cantelli lemma, almost every w is in
at most finitely many A.i.e.

limsup sup B —Bsl - 4_5

e—0 oss<t<i \/2eloge=!

t—t—s<e

nowleto | O

Note: This proves that Brownian motion is not Hélder of order o« > 1/2
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Proof of limsup,_, SUPoss<ict —2=2el

<
t—s<e +/2eloge=1 —

let § > 0 and choose € > 0 so that (1 +€)?(1 —6) > 146
let

1Bjjan — Bijn|
o Jv= = 7 >
= A Ry ST

K={0<i<j<2"0<k=j—i<2m}

}’2
P(Bn) “zdy

IN

— e
Z Vaer /1+e),/|og(k—12"
< CZ[Iog 12n] 1/2 —(1+e)2Iog(k 12m)

< Cc2~ n(1 —4)(1—e¢) Z[|Og(k_12n)]_1/2
K
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5= i |Bj/2n — Bjjan|

Djer — i/
MmaX —hikjzm) = 1 T e

K={0<i<j<2'0<k=j—i<2m}

P(Bn) < C2‘”(1—5)(1—6)2 Z[|Og(k—12n)]—1/2
K

< Cn—1/22n((1+8)—(1-0)(1+¢)?) K| < on(1+6) log(k~"'2") > log on(1—

summable so with probability one there is an N s.t. for n > N, for

i,j €K,
‘Bj/gn = B,'/gnl < (1 = e)h(k/2”)
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Let v > 0. Pick N large so that 3"% . ; h(2=™) < yh(2-(1)(1-9)),
n>N

Supposethatt =727 "+2 M 4272 ... withN<n<n <m<---
and i€ K,

|Bt — Bjjan| < (1 +¢) Z h(2 (1 + €)yh(2~(mN{1-9)

m=n+1

now suppose we have 0 < s < t < 1 and the special n so that

o-(M+1)(1-8) < ¢ _ g « p=n(1-9)

has n > N then we can write

|Bt — Bs| < |Bjjan — Bs| + |Bjjon — Bijon| + |Bt — Bjan|
< 201+ )yh@ U) 4 (1 )h(( - )27
<

2(1+e€e)y+1+¢e)h(t—s)

leté | 0Oandthen~ | O
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