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Abstract. We describe a modified Nyström method for the discretization of the weakly singular boundary
integral operators which arise from the formulation of linear elliptic boundary value problems as integral

equations. Standard Nyström and collocation schemes proceed by representing functions via their values

at a collection of quadrature nodes. Our method uses appropriately scaled function values in lieu of such
representations. This results in a scheme which is mathematically equivalent to Galerkin discretization in

that the resulting matrices are related to those obtained by Galerkin methods via conjugation with well-
conditioned matrices, but which avoids the evaluation of double integrals. Moreover, we incorporate a new

mechanism for approximating the singular integrals which arise from the discretization of weakly singular

integral operators which is considerably more efficient than standard methods. We illustrate the performance
of our method with numerical experiments.

In this article, we describe a mechanism for the discretization of a class of integral operators which arise
from the formulation of elliptic boundary value problems as integral equations. More specifically, we treat
boundary integral operators of the form

Tf(q) =

∫∫
Σ

K(q, p)f(p)ds(p) (1)

with K a weakly singular kernel associated with an elliptic partial differential operator and Σ a piecewise
smooth surface. Galerkin methods are typically used to discretize operators of this sort [2, 10]. A common
variant calls for choosing an appropriate orthonormal set {u1, u2, . . . , un} in L2(Σ) and forming the n × n
matrix A with elements

Aij = 〈ui, Tuj〉 , (2)

where 〈·, ·〉 denotes the L2(Σ) inner product. The matrix A constructed in this fashion enjoys a straightforward
relationship with the operator T . If we let S be the subspace spanned by u1, . . . , un, denote by P the orthogonal
projection of L2(Σ) onto S, and define Φ : S → Cn by

Φ

 n∑
j=1

αjuj

 =


α1

α2

...
αn


then the diagram

S ⊂ L2(Γ)
PTP−−−−→ S ⊂ L2(Γ)yΦ

yΦ

Cn A−−−−→ Cn

(3)

commutes. Since Φ is an isomorphism of S ⊂ L2(Σ) with Cn, it follows that the matrix A inherits many of
the properties of the operator T . For instance, the condition number of the matrix A approximates that of
the operator T : L2(Σ) → L2(Σ). Note that the functions uj are typically constructed through geometric
subdivision of Σ and each one is usually supported on a proper subset of Σ rather than on the entire surface.
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2 INTEGRAL OPERATORS ON SURFACES

The Galerkin method described above has the advantage that the discretizations which result from applying
it the weakly singular integral operators are generally well-conditioned, even when those operators are given
on piecewise smooth surfaces. This is in contrast to standard Nyström and collocation methods, which usually
do not produce well-conditioned linear systems when applied to integral operators given on Lipschitz domains;
see, for instance, [4] for examples of the ill-conditioning resulting from the application of standard Nyström
and collocation methods to integral operators given on planar curves with corners.

The Galerkin method’s advantages come at a price, however: computation of the inner products (2) requires
the evaluation of double integrals of the form∫∫

Σ

(∫∫
Σ

K(q, p)uj(p)ds(p)

)
ui(q)ds(q). (4)

Numerical approximation of four-dimensional integrals of this type, which is inherently expensive, is further
complicated when the kernel K is weakly singular. In particular, the inner integral in (4) presents challenges
when K is a weakly singular kernel and q is either in the support of the function uj or close to the support of the
function uj . We will refer to the first case as the “singular” case and the second as the “nearly singular” case.
A common approach to the evaluation of these integrals calls for first changing the variables of integration
so as to eliminate or ameliorate the singularity in the kernel K and then applying an adaptive integration
procedure [15, 16, 11]. In another popular approach, graded meshes and hp methods are employed to address
kernel singularities or near singularities [13, 6]. Both approaches, however, are prohibitively expensive in
certain circumstances. For instance, most adaptive schemes perform poorly when the aspect ratio of the
support of the function uj is large or when the point q is close to the boundary of the support of uj .

In this article, we introduce a modified Nyström scheme for the discretization of operators of the form (1)
which is a generalization of the schemes of [3, 4] for integral operators given on planar curves with singular
points. It captures the action of an integral operator on spaces of square integrable functions rather than
its pointwise behavior but without the need to evaluate double integrals. An orthonormal set of functions
{u1, u2, . . . , un} is introduced and plays much the same role as it does in the Galerkin method. In this article,
the uj are generated from polynomials of a certain fixed order on the standard simplex. This yields an
approximation error which depends algebraically on the quantity

max
j
|supp(uj)| ,

where supp(uj) refers to the support of the function uj and |E| is used to indicate the diameter of the set
E. Exponential convergence can be obtained by representing solutions in terms of global basis functions
rather than locally supported basis functions, by introducing partitions of unity, or by switching to hp-type
representations of solutions (that is, by allowing the order of the polynomials used to represent solutions
to vary). In this article our focus is on reducing the constants in the running time of boundary element
schemes, which are principally dependent on the costs incurred while evaluating the integrals which arise
in the discretization of integral operators. As a result, we settle for algebraic convergence and leave the
development of exponentially convergent variants of our scheme for future work.

We also introduce a novel mechanism for the evaluation of singular integrals of the form∫∫
Σ

K(q, p)uj(p)ds(p), (5)

where K is a weakly singular kernel associated with an elliptic partial differential equation and q is a point in
the support of uj . It proceeds by first applying a suitable transformation in order to simply the integrand and
then using a precomputed table of quadrature rules to evaluate the resulting integral efficiently. The perfor-
mance of the precomputed quadrature rules is much less dependent on the geometry of supp(uj) than adaptive
methods, which means that the number of nodes required to evaluate singular integrals is substantially re-
duced when the support of the function uj is irregular. It does, however, have two significant drawbacks
vis-à-vis adaptive integration methods. First, a restricted class of weakly singular kernels must be chosen at
the time of the precomputations. The class of kernels can be expanded by recomputing new quadrature rules,
but some class must be fixed a priori. For the experiments of this paper, we used a collection of quadrature
rules which apply to operators arising from the Neumann and Dirichlet problems for Laplace’s equation and
the Helmholtz equation as well the operators associated with the magnetic field integral equation. Second, the
approximation of the integral (5) depends algebraically on the diameters of supp(uj). This is quite different
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from most adaptive schemes which yield a specified accuracy independent of such considerations. The rate of
convergence is fixed at the time of the quadrature precomputation and can be set arbitrarily high (of course,
higher orders lead to larger quadrature rules). However, if the order of the precomputed quadrature rules is
chosen to be sufficiently high, then the rate of convergence of the Nyström scheme in toto is unaffected. That
is, under typical conditions, when discretizations resulting from the scheme of this article are used to solve
integral equations, the resulting error is dominated by the error arising from the approximation of solutions
of the integral equation as polynomials and not by the errors incurred approximating the integrals (5).

This article is structured as follows. In Section 1, we introduce several pieces of notation and review
certain well-known mathematical constructs which will be used throughout this article. Section 2 describes
the Nyström scheme proper, although a discussion of the evaluation of singular integrals of the form (5)
is deferred to Section 3. Section 4 describes a collection of numerical experiments performed to assess the
effectiveness of our approach and the article concludes with a discussion in Section 5 of future avenues of
investigation related to approach described in this paper.

1. Preliminaries

1.1. Koornwinder polynomials. The Jacobi polynomial φ
(α,β)
k is the analytic solution of the second order

linear homogeneous differential equation

(1− x2)y′′(x) + (β − α− (α+ β + 2)x)y′(x) + k(k + α+ β + 1)y(x) = 0, −1 < x < 1.

See [1] or [18] for a discussion of the properties of Jacobi polynomials. In [12], it was observed that the
(N + 1)(N + 2)/2 functions

ψk,n(x, y) = φ
(2k+1,0)
n−k (2x− 1)φ

(0,0)
k

(
2y

1− x
− 1

)
(1− x)

k
, k = 0, . . . , n, n = 0 . . . N,

form an orthogonal basis for the space PN of polynomials of degree at most N on the standard simplex

∆1 =
{

(x, y) ∈ R2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1− x
}
.

It will sometimes be convenient to instead consider the normalized functions ψ̃k,n defined by

ψ̃k,n =
ψk,n
‖ψk,n‖2

.

Here, ‖ · ‖2 is the L2(∆1) norm. In what follows, we shall refer to the ψk,n as the Koornwinder polynomials

and the ψ̃k,n as the normalized Koornwinder polynomials.

1.2. Quadrature and interpolation of polynomials on triangles. We say that a quadrature formula of
the form ∫∫

∆1

f(x, y)dxdy ≈
n∑
j=1

f(xj , yj)wj , (6)

where ∆1 once again denotes the standard simplex, is exact for a collection of functions f1, . . . , fn defined on
∆1 if ∫∫

∆1

fi(x, y)dxdy =

n∑
j=1

fi(xj , yj)wj , i = 1, . . . , n.

The points (xj , yj) are referred to as quadrature nodes while the wj are called quadrature weights. Moreover,
we say that the length of a quadrature rule of the form (6) is equal to the number of terms n appearing on
the right-hand side.

A quadrature rule of length dim PN = (N + 1)(N + 2)/2 whose weights are positive and which is exact
for the polynomials in P2N is called a Gaussian quadrature rule. Such rules are true generalizations of one-
dimensional Legendre quadrature rules which allow spaces of polynomials to be isomorphically embedded via
scaled function values. That is, if

(x1, y1), . . . , (xl, yl), w1, . . . , wl
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are the nodes and weights of a Gaussian quadrature of length l = (N + 1)(N + 2)/2, then the mapping
Φ : PN → Rl defined by

Φ(f) =


f(x1, y1)

√
w1

f(x2, y2)
√
w2

...
f(xl, yl)

√
wl

 (7)

is an isomorphism. Moreover, the l × l matrix

A =


ψ̃0,0(x1, y1)

√
w1 ψ̃0,0(x2, y2)

√
w2 · · · ψ̃0,0(xl, yl)

√
wl

ψ̃0,1(x1, y1)
√
w1 ψ̃0,1(x2, y2)

√
w2 · · · ψ̃0,1(xl, yl)

√
wl

ψ̃1,1(x1, y1)
√
w1 ψ̃1,1(x2, y2)

√
w2 · · · ψ̃1,1(xl, yl)

√
wl

...
...

. . .
...

ψ̃n,n(x1, y1)
√
w1 ψ̃n,n(x2, y2)

√
w2 · · · ψ̃n,n(xl, yl)

√
wl

 , (8)

which maps the scaled values 
f(x1, y1)

√
w1

f(x2, y2)
√
w2

...
f(xl, yl)

√
wl

 (9)

of a function f in PN to the coefficients {αi,j} in the expansion

f(x, y) =

N∑
j=0

j∑
i=0

αi,jψ̃i,j(x, y)

of f as a sum of normalized Koornwinder polynomials will be orthogonal. If

(u1, v1), . . . , (uk, vk), rk, . . . , rk (10)

are the nodes and weights of a second quadrature exact for the polynomials in P2N , then the matrix

B =


ψ̃0,0(u1, v1)

√
r1 ψ̃0,1(u1, v1)

√
r1 ψ̃1,1(u1, v1)

√
r1 · · · ψ̃n,n(u1, v1)

√
r1

ψ̃0,0(u2, v2)
√
r2 ψ0,1(u2, v2)

√
r2 ψ̃1,1(u2, v2)

√
r2 · · · ψ̃n,n(u2, v2)

√
r2

...
...

. . .
...

...

ψ̃0,0(uk, vk)
√
rk ψ0,1(uk, vk)

√
rk ψ̃1,1(uk, vk)

√
rk · · · ψ̃n,n(uk, vk)

√
rk

 (11)

has orthonormal columns. It follows that the interpolation matrix BA, which takes scaled values of a function
f in PN at the nodes of the Gaussian quadrature to its scaled values at the nodes of the quadrature (10), is
well-conditioned. In fact, all of the singular values of BA are either be 1 or 0.

Lamentably, the construction of Gaussian quadrature rules for polynomials of reasonable orders on triangles
appears to be a very challenging problem. In [19], a procedure for the construction of quadrature formulae for
polynomials on convex planar regions is introduced. These quadratures are not Gaussian in the sense defined
above, but they do have the property that the quadrature formula of length (N + 1)(N + 2)/2 integrates
polynomials of degree less than or equal to M , with M > N . While it is still invertible, the mapping (7)
associated with one of these quadrature rules is no longer an isomorphism of PN with R(N+1)(N+2)/2 in that
it distorts inner products. Moreover, the matrix (8) is no longer orthonormal. Some care was taken by the
authors of [19], however, to minimize the distortion of inner products introduced into the mapping Φ and
the condition numbers of the interpolation matrices associated with these quadrature rules. See [19] for a
further discussion of the issue. These quadrature rules play an important role in the discretization procedure
described in Section 2 and we shall refer to quadrature rule of length (N + 1)(N + 2)/2 = dim PN on the
simplex ∆1 constructed using the procedure of [19] as the Vioreanu-Rokhlin rule of order N .



INTEGRAL OPERATORS ON SURFACES 5

1.3. Generalized quadrature. This section concerns the numerical construction of quadrature rules of the
form ∫ 1

0

f(x)dx ≈
M∑
j=1

f(xj)wj (12)

which integrate a specified subspace S of functions in L2 ([0, 1]). The subspace S will be described by a
spanning set f1, . . . , fn of functions which we will assume are pointwise defined in (0, 1). The condition that
the quadrature rule (12) integrates functions in S is equivalent to requiring that the system of equations

N∑
j=1

fi(xj)wj =

∫ 1

0

fi(x)dx, i = 1, . . . , n, (13)

be satisfied. Of course, since we concerned with a numerical procedure, we will have to content ourselves
with quadrature rules for which (13) holds to a high degree of accuracy. We are interested in constructing
quadrature rules of minimum possible length and we now describe a technique for obtaining quadrature
formulae with approximately 1

2 dimS nodes. The discussion here is cursory; the article [5], which introduces
the method, describes it in considerably more detail.

First suppose that {f1, . . . , fn} is an orthonormal set of functions in L2 ([−1, 1]) spanning the subspace S
and

x1, . . . , xm, w1, . . . , wm

are the nodes and weights of a quadrature which integrates products of the fj , but with m >> n. Then a
quadrature rule of length n can be constructed by viewing (13) as a linear system with the weights wj as
unknowns. More specifically, one forms the linear system of equations

f1(x1)
√
w1 f1(x2)

√
w2 · · · f1(xm)

√
wm

f2(x1)
√
w1 f2(x2)

√
w2 · · · f2(xm)

√
wm

...
. . .

...
fn(x1)

√
w1 fn(x2)

√
w2 · · · fn(xm)

√
wm




v1

v2

...
vm

 =


b1
b2
...
bn

 , (14)

where

bi =

∫ 1

0

fi(x)dx, i = 1, . . . , n. (15)

Because the rank of the matrix given the coefficients of this linear system is n, a rank-revealing QR factorization
can be used to construct a solution 

z1

z2

...
zm


of (14) with no more than n nonzero entries. If we label those entries

zi1 , zi2 , . . . , zin

then ∫ 1

0

f(x)dx ≈
n∑
l=1

f(xil)zil
√
wil

is a quadrature rule of length n which integrates the fj . Note that the matrix appearing in (14) has singular
values which are either 1 or 0 owing to the assumption that the initial quadrature rule integrates products of
the functions in the orthonormal set {f1, . . . , fn}. The stability of this approach is discussed in more detail
in [5].

By viewing (13) as a nonlinear system of equations in the nodes xj and in the weights wj , we can further
reduce the length of the quadrature rule obtained by solving the linear system (14). Let

y1, . . . , yl, v1, . . . , vl
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denote a quadrature formula which integrates the fj . In order to reduce the length of the formula by 1, we
first delete one of the points in the quadrature rule and then use the remaining nodes and weights as an initial
guess for the Gauss-Newton method, which is applied to the nonlinear system

Fi(x1, . . . , xl−1, w1, . . . , wl−1) = bi, i = 1, . . . , n,

where F1, . . . , Fn are defined by

Fi(x1, . . . , xl−1, w1, . . . , wl−1) =

l−1∑
r=1

fi(xr)wr

and the bi are as in (15). If suitable accuracy is obtained, then the reduced quadrature rule is accepted. If
not, then another point is chosen and the quadrature rule obtained by deleting it is used as an initial guess
for the Gauss-Newton method. This procedure is repeated until either a point is successfully eliminated or
no point can be eliminated without reducing accuracy.

By repeatedly applying this algorithm for eliminating one quadrature node, a rule with approximately
1
2 dimS nodes can generally be formed.

Now suppose that the f1, . . . , fn specified by the user do not form an orthonormal basis for S, but are instead
a spanning set with n > dimS. First, an oversampled quadrature x1, . . . , xm, w1, . . . , wm which integrates
products of the given functions f1, . . . , fn is constructed via adaptive integration. Then an orthonormal basis
for the span of S is obtained by applying the pivoted Gram-Schmidt procedure to the columns of the matrix

f1(x1)
√
w1 f2(x1)

√
w1 · · · fn(x1)

√
w1

f1(x2)
√
w2 f2(x2)

√
w2 · · · fn(x2)

√
w2

...
. . .

...
f1(xm)

√
wm f2(xm)

√
wm · · · fn(xm)

√
wm

 .

The resulting vectors give the scaled values of an orthonormal basis for the subspace S at the nodes xj .
Note that the values of the orthonormal basis functions at any point in the interval [0, 1] can be computed
via interpolation given their values at the nodes xj . This basis is then used as an input to the procedure
described above for computing a quadrature formula for functions in the subspace S.

2. Discretization of weakly singular integral operators on surfaces

We now describe an approach to the discretization of integral operators of the form

Tf(x) =

∫∫
Σ

K(x, y)f(y)ds(y),

where K is a weakly singular kernel associated with an elliptic boundary value problem and Σ is a piecewise
surface. Throughout we view our operators as acting on spaces of square integrable functions and discretize
them as such. The principal advantage of doing so is that the integral equations of potential theory and
scattering theory are generally well-conditioned when viewed as operators on spaces of square integrable
functions, even when the underlying domain of definition is Lipschitz. For further discussion of this issue
and the difficulties which arise from the use of standard Nyström or collocation methods see [3, 4]. More on
the properties of integral operators given on Lipschitz domains can be found in [8, 7, 9, 17]. Note that the
approach of this section is directly analogous to the method for the discretization of the integral operators of
scattering theory on planar domains with corner points described in Section 2 of [3].

2.1. Decompositions of surfaces. For our purposes, a decomposition D of a surface Σ ⊂ R3, is a finite
sequence

D = {ρj : ∆1 → Σ}mj=1

of smooth mappings with non-vanishing Jacobian determinants such that the sets ρj(∆
1) form a disjoint union

of Σ. Here, ∆1 once again denotes the simplex{
(x, y) ∈ R2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1− x

}
.

We will now associate with each positive integer N and decomposition D a subspace S of L2(Σ) and a mapping
Φ of S into a complex Cartesian space. This construction is the basis of our discretization scheme.
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For each j = 1, . . . ,m, we define Sj to be the subspace of L2(Σ) consisting of all functions f : Σ → C of
the form

f(q) =

{
g(ρ−1

j (q))
∣∣dρj(ρ−1

j (q))t · dρj(ρ−1
j (q))

∣∣−1/2
for q ∈ ρj(∆1)

0 for q /∈ ρj(∆1)
,

where g is in the space PN of polynomials of degree at most N on the simplex and dρ(q) denotes the
Jacobian matrix of the parameterization ρ at the point q. Clearly, Sj is isomorphic to the Hilbert space
PN of polynomials of degree N on ∆1 endowed with the usual inner product, which is of dimension l =
(N + 1)(N + 2)/2. Let Φj : Sj → Cl denote the mapping defined by

Φj(f) =


f(ρj(x1, y1))

√
w1 |dρj(x1, y1)t · dρj(x1, y1)|1/2

f(ρj(x2, y2))
√
w2 |dρj(x2, y2)t · dρj(x2, y2)|1/2

...

f(ρj(xl, yl))
√
wl |dρj(xl, yl)t · dρj(xl, yl)|

1/2

 , (16)

where
(x1, y1), . . . , (xl, yl), w1, w2, . . . , wl

are the nodes and weights of the Vioreanu-Rokhlin quadrature rule of order N . The subspace S is now defined
as the union of the spaces Sj and the mapping Φ : S → Clm is given by

Φ(f) =


Φ1(f1)
Φ2(f2)

...
Φm(fm)

 , (17)

where fj denotes the restriction of the function f to the subspace Sj .
We close this section by introducing a few pieces of terminology for mathematical objects associated with

a decomposition. The sets ρj(∆
1) will be known as surface elements. We shall refer to the points

ρj(xi, yi), j = 1, . . . ,m, i = 1, . . . , l,

as the discretization nodes of the decomposition and the points

ρj(xi, yi), i = 1, . . . , l,

as the discretization nodes of the surface element ρj(∆
1). And, given a function f on Σ which is defined at

these discretization nodes, we shall call the unique function g in the subspace S such that

f(ρj(xi, yi)) = g(ρj(xi, yi)), j = 1, . . . ,m, i = 1, . . . , l,

the interpolant of f in S.

2.2. Discretization of integral operators acting on spaces of square integrable functions. A de-
composition

D = {ρj : ∆1 → Σ}mj=1

of a surface Σ gives rise to a scheme for the discretization of certain operators acting on the space L2(Σ) of
square integrable functions on Σ. Let N be a positive integer and denote by S ⊂ L2(Σ) and Φ : S → Cml
the subspace and mapping associated with the decomposition D and integer N , as defined in the preceding
section. Note that l = (N + 1)(N + 2)/2. Also, designate by P the mapping which takes functions f on Σ
which are defined at the discretization nodes of the decomposition D to the interpolant of f in the subspace
S.

If T : L2(Γ) → L2(Γ) is such that Tf is defined at each of the discretization nodes of D whenever f is a
function in S, then we call the ml ×ml matrix A such that the diagram

S ⊂ L2(Γ)
PT−−−−→ S ⊂ L2(Γ)yΦ

yΦ

Cml A−−−−→ Cml

(18)

commutes the discretization of the operator T induced by the decomposition D.
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2.3. Numerical approximation of the matrices discretizing weakly singular boundary integral
operators arising from elliptic boundary value problems. We now describe a method for the numerical
approximation of the entries of the matrix A defined by the diagram (18) in the event that T is a weakly
singular boundary integral operator of the form

Tf(q) =

∫∫
Σ

K(q, p)f(p)ds(p)

arising from an elliptic partial differential operator. Let

(x1,j , y1,j), . . . , (xl,j , yl,j), w1,j , . . . , wl,j

denote the nodes and weights of the discretization nodes associated with the jth parameterization

ρj : ∆1 → Σ

of the decomposition D. In order to describe the construction of the matrix A, we first decompose it as

A =
(
A1 A2 . . . Am

)
with each Aj a ml × l matrix. Obviously, the submatrix Aj is the mapping which takes scaled values

f(xi,j , yi,j)
√
wi,j , i = 1, . . . , l,

of the function f at the discretization nodes on the surface element ρj(∆
1) to the scaled values

√
wi,k

∫∫
∆1

K (ρk (xi,k, yi,k) , ρj (x, y)) f(ρj(x, y))
∣∣dρj(x, y)t · dρj(x, y)

∣∣1/2 dxdy, i = 1, . . . , l, k = 1, . . . ,m,

of Tf at the discretization nodes on the entire surface Σ. In other words, each row of Aj specifies a quadrature
scheme for the evaluation of an integral over the surface element ρj(∆

1). The quadrature scheme used to
approximate these integrals depends on the location of the “target node” ρk(xi,k, yi,k) vis-à-vis the surface
element ρj(∆

1).
In the event that ρk(xi,k, yi,k) is sufficiently distant from ρj(∆

1) the relevant integral can be approximated
using the quadrature associated with the discretization nodes on ρj(∆

1); that is, as∫∫
∆1

√
wi,kK (ρk (xi,k, yi,k) , ρj (x, y)) f(ρj(x, y))

∣∣dρj(x, y)t · dρj(x, y)
∣∣1/2 dxdy ≈

l∑
r=1

√
wi,kK (ρk (xi,k, yi,k) , ρj (xr,j , yr,j)) f (ρj (xr,j , yr,j))

∣∣dρj(xr,j , yr,j)t · dρj(xr,j , yr,j)∣∣1/2 wr,j . (19)

Thus we can simply take the row of the matrix Aj corresponding to the the target node to be the transpose
of the vector

√
wi,k
√
w1,jK (ρk (xi,k, yi,k) , ρj (x1,j , y1,j)) |dρj(x1,j , y1,j)

t · dρj(x1,j , y1,j)|
1/2

√
wi,k
√
w2,jK (ρk (xi,k, yi,k) , ρj (x2,j , y2,j)) |dρj(x2,j , y2,j)

t · dρj(x2,j , y2,j)|
1/2

...
√
wi,k
√
wl,jK (ρk (xi,k, yi,k) , ρj (xl,j , yl,j)) |dρj(xl,j , yl,j)t · dρj(xl,j , yl,j)|

1/2

 .

That “far interactions” can be handled in this fashion is the principal advantage enjoyed by Nyström methods.
In the numerical experiments of this paper, a bounding sphere Bj is found for each surface element ρj(∆

1)
and a target point ρk(xi,k, yi,k) is considered to be sufficiently distant from ρj(∆

1) if it is in the exterior of
2Bj .

We say that the target node is “near” the surface element ρj(∆
1) if it is in the interior of the sphere 2Bj

but outside of ρj(∆
1). If this is the case and the kernel K is singular, the formula (19) may not achieve

sufficient accuracy. In order to construct the row of Aj corresponding to a target point ρk(xi,k, yi,k) in this
near regime, we construct a quadrature rule with nodes and weights

(u1, v1), . . . , (un, vn), σ1, . . . , σn (20)
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such that ∫∫
∆1

√
wi,kK (ρk (xi,k, yi,k) , ρj (x, y)) f(ρj(x, y))

∣∣dρj(x, y)t · dρj(x, y)
∣∣1/2 dxdy

≈
n∑
r=1

√
wi,kK (ρk (xi,k, yi,k) , ρj (ur, vr)) f(ρj (ur, vr))

∣∣∣dρj (ur, vr)
t · dρj (ur, vr)

∣∣∣1/2 σr (21)

whenever f is a polynomial of order N on the simplex. This is accomplished by recursively subdividing ∆1

into triangles T1, . . . , TM until the target node ρk(xi,k, yi,k) is distant from each of the sets ρj(Ts). Distant
here means outside of 2B, where B is a bounding ball containing the surface element ρj(Ts). Figure 1 depicts
the subdivision of the triangle ∆1; subtriangles of ∆1 are decomposed in a like manner. The nodes of the
Vioreanu-Rokhlin quadrature of order N are then mapped from the simplex to each subtriangle in order to
form the quadrature rule (20). Next, we form the vector

v =


√
wi,k
√
σ1 K (ρk (xi,k, yi,k) , ρj (u1, v1)) |dρj(u1, v1)t · dρj(u1, v1)|1/2

√
wi,k
√
σ2 K (ρk (xi,k, yi,k) , ρj (u2, v2)) |dρj(u1, v1)t · dρj(u2, v2)|1/2

...
√
wi,k
√
σn K (ρk (xi,k, yi,k) , ρj (un, vn)) |dρj(un, vn)t · dρj(un, vn)|1/2


and apply its transpose vt on the right of the n× l interpolation matrix A which takes the scaled values

f(x1,j , y1,j)
√
w1,j

f(x2,j , y2,j)
√
w2,j

...
f(xl,j , yl,j)

√
wl,j


of a polynomial of degree N on the simplex ∆1 to its scaled values

f(u1, v1)
√
σ1

f(u2, v2)
√
σ2

...
f(un, vn)

√
σn


at the nodes of the adaptive quadrature for the integral (21). That is, the row of the matrix Aj corresponding
to the target node is the product vt · A, which is a vector of length l. Note that the interpolation matrix A
has special structure which obviates the need to form it explicitly and allows for its rapid application. Let B
denote the 4N ×N interpolation matrix which takes scaled values of polynomials of order N on the simplex
∆1 to their scaled values at the nodes of the Vioreanu-Rokhlin quadratures on the subtriangles T1, T2, T3 and
T4 of ∆1 depicted in Figure 1. Then the matrix A is a product of block diagonal matrices of the form

B 0 0 0
0 B 0 0
0 0 B 0
0 0 0 B


and it can be rapidly applied by taking this into account. Indeed, if k recursive subdivisions are required
to form the quadrature (20), then only 16kN2 operations are required to apply the (4N)k ×N interpolation
matrix A.

When the target node is one of the discretization nodes ρj(xi,j , yi,j) on the surface element ρj(∆
1), the

procedure used to form the corresponding row of Aj is almost identical. The only differences are that rather
than forming a quadrature rule adaptively, we make use of the procedure for the evaluation of singular integrals
described in Section 3 and the interpolation matrix no longer has special structure which allows for its rapid
application.

Remark 2.1. In order to simplify the discussion in this section, we have made the assumption that the
entire matrix A is being formed at once. However, the procedure described here can be trivially modified so as
to obtain a method for the evaluation of individual entries of the matrix A.
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T1

T2

T3
T4

Figure 1. In order to evaluate near interactions, the integration domain is recursively sub-
divided in the manner seen here.

3. Evaluation of the singular integrals arising from the Nyström discretization of weakly
singular integral operators

The Nyström method described in the preceding section requires quadrature rules for the evaluation of
integrals of the form ∫∫

∆1

K(ρ(x0, y0), ρ(x, y))f(ρ(x, y))
∣∣dρ(x, y)t · dρ(x, y)

∣∣1/2 dxdy, (22)

where K is a weakly singular kernel associated with an elliptic partial differential operators, f is a smooth
function,

ρ : ∆1 → Σ

is a smooth parameterization, (x0, y0) is a point in the interior of ∆1 and dρ(x, y) denotes the Jacobian matrix
of ρ at the point (x, y). One of the standard approaches to the numerical approximation of these integrals
calls for first changing the variables of integration so as to eliminate the singularity in the kernel K and then
applying an adaptive integration procedure to the resulting smooth integrand [2, 10, 15].

A change to polar coordinates is one of the most commonly used mechanisms for eliminating the kernel
singularity (the Duffy transform is another popular option). It is well known (see, for instance, [14]) that
if K is a weakly singular kernel arising from an elliptic boundary value problem, then there exist functions
f−1, f0, f1, . . ., which are periodic and analytic on a strip containing the real line, such that

K(ρ(x0, y0), ρ(x0 + r cos(θ), y0 + r sin(θ))) =
f−1(θ)

r
+ f0(θ) + f1(θ)r + f2(θ)r2 + · · · (23)

for all θ ∈ [0, 2π] and all r > 0 such that (x0 + r cos(θ), y0 + r sin(θ)) ∈ ∆1. By introducing an auxiliary
parameterization

ξ(x, y) = ρ

(
Φ

(
x
y

)
+ Φ

(
x0

y0

))
with Φ an appropriately chosen rotation matrix, we can rewrite the integral (22) as∫∫

T

K(ξ(0, 0), ξ(x, y))f(ξ(x, y))
∣∣dξ(x, y)t · dξ(x, y)

∣∣1/2 dxdy,
where T is a triangle one of whose vertices is (1, 0). After changing to polar coordinates, this integral takes
on the form ∫ 2π

0

∫ R(θ)

0

K(ξ(0, 0), ξ(r cos(θ), r sin(θ)))f(ξ(r cos(θ), r sin(θ)))∣∣dξ(r cos(θ), r sin(θ))t · dξ(r cos(θ), r sin(θ))
∣∣1/2 rdrdθ.
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Here, R(θ) gives a parameterization of the boundary of T in polar coordinates. We now subdivide the
integration domain of the outer integral as∫ θ1

0

∫ R(θ)

0

K(ξ(0, 0), ξ(r cos(θ), r sin(θ)))f(ξ(r cos(θ), r sin(θ)))∣∣dξ(r cos(θ), r sin(θ))t · dξ(r cos(θ), r sin(θ))
∣∣1/2 rdrdθ

+

∫ θ2

θ1

∫ R(θ)

0

K(ξ(0, 0), ξ(r cos(θ), r sin(θ)))f(ξ(r cos(θ), r sin(θ)))∣∣dξ(r cos(θ), r sin(θ))t · dξ(r cos(θ), r sin(θ))
∣∣1/2 rdrdθ

+

∫ 2π

θ2

∫ R(θ)

0

K(ξ(0, 0), ξ(r cos(θ), r sin(θ)))f(ξ(r cos(θ), r sin(θ)))∣∣dξ(r cos(θ), r sin(θ))t · dξ(r cos(θ), r sin(θ))
∣∣1/2 rdrdθ,

(24)

where θ1 and θ2 are such that R(θ) is smooth on the intervals (0, θ1), (θ1, θ2) and (θ2, 2π). It can be readily
verified that while the functions obtained by restricting R(θ) to the intervals (0, θ1), (θ1, θ2) and (θ2, 2π)
have poles on the real axis, they are nevertheless analytic in a neighborhood of their respective domains of
integration. By (23), the integrands in (24) are entire as functions of r and they are analytic on a strip
containing the real axis when viewed as functions of θ. It follows that applying tensor products of n-point
Gaussian quadrature rules to each of the integrals in (24) separately yields an exponentially converging
sequence of approximations of the definite integral (22).

Although it is tempting to conclude that exponential convergence is sufficient to guarantee that a numerical
scheme is computationally viable, in this case it is simply not so. The poles of the coefficients fj(θ) in (23)
and those of the functions obtained by restricting R(θ) can severely retard the convergence of approximations
of the outer integrals in (24) formed using Gaussian quadrature. If

H(z) =

∞∑
n=0

anPn(z) (25)

is an expansion of a function H(z) in terms of Jacobi polynomials and S is the sum of the semi-axes of the
largest ellipse with foci ±1 on which H(z) is analytic, then we have

lim inf
n→∞

|an|−1/n
= S

and the error in approximations of the value of the integral∫ 1

−1

H(z)dz

obtained via n-point Gaussian rules is expected to behave roughly as

O
(
e−n logS

)
.

A statement of this result can be found, for instance, in Chapter 9 of [18].
If we write the Jacobian matrix dρ(x0, y0) of the parameterization ρ at the point (x0, y0) as

dρ(x0, y0) =

 a1 b1
a2 b2
a3 b3

 ,

then it can be shown through elementary means that each of the coefficients fj(θ) in (23) is of the form

f(θ)√
a sin2(θ) + b cos2(θ) + c sin(2θ)

, (26)
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where f is a trigonometric polynomials of finite order and

a = a2
1 + a2

2 + a2
3

b = b21 + b22 + b23

c = a1b1 + a2b2 + a3b3.

The rate of convergence of approximations of each of the integrals in (24) obtained via Gaussian quadrature
is controlled by the domain of analyticity of the function

g(θ) =
1√

a sin2(θ) + b cos2(θ) + c sin(2θ)

and by the domain of analyticity of the associated restriction of R(θ). Clearly, it can happen that the poles
of the function g(θ) lie close to the real axis. This occurs, for instance, when the eigenvalues of the Jacobian
dρ(x0, y0) differ greatly in magnitude. Similarly, when the triangle T has large aspect ratio or its boundary
is close to the origin, the restrictions of R(θ) become nearly singular. In some cases, the adaptive evaluation
of integrals of the form (22) becomes prohibitively expensive as a result (see, for instance, the experiments of
Section 4.2).

In what follows, we describe a method for the approximation of singular integrals of the form (22). It
operates by first modifying the parameterization ρ in order to ensure that the linearization dρ(x0, y0) of ρ at
(x0, y0) is conformal. When this is the case, the function g(θ) is a constant and the fj(θ) are trigonometric
polynomials of finite order. Then, a table of precomputed quadrature rules is applied to the outer integrals
in (24) and a Legendre rule of the appropriate order is applied to the inner integrals. The size of resulting
quadrature formula is not strongly dependent on the behavior of the function R(θ). This allows for the efficient
evaluation of the singular integrals (22) in many cases where adaptive integration performs poorly.

Remark 3.1. Here, we have used the polar coordinate transform to illustrate the difficulties involved in the
evaluation of the integrals (22). Similar difficulties are encountered when other mechanisms (such as the Duffy
transform and hp adaptive methods) are used to evaluate the singular integrals arising in the discretization of
weakly singular operators

3.1. Simplification of the integrand. In order to evaluate a singular integral of the form∫∫
∆1

K(ρ(x0, y0), ρ(x, y))f(ρ(x, y))
∣∣dρ(x, y)t · dρ(x, y)

∣∣1/2 dxdy,
with (x0, y0) ∈ ∆1, we first compose the user-supplied parameterization ρ with an invertible affine mapping
A : R2 → R2 such that A(0, 0) = (x0, y0) and the Jacobian of the composed mapping ρ̃ = ρ ◦A is orthogonal
at the point (0, 0). Such a mapping can be constructed by computing a singular value decomposition

dρ(x0, y0) = UΣV ∗

and taking A to be

A(x, y) = V Σ−1

(
x
y

)
+

(
x0

y0

)
.

It follows, of course, that the Jacobian of the composed mapping ρ̃ is conformal at (0, 0). In accordance with
(26), the coefficients fj(θ) in the expansion

K(ρ̃(0, 0), ρ̃(r cos(θ), r sin(θ))) =
f−1(θ)

r
+ f0(θ) + f1(θ)r + f2(θ)r2 + · · · (27)

are trigonometric polynomials of finite order. Changing the variables of integration in∫∫
A−1(∆1)

K(ρ̃(0, 0), ρ̃(x, y))f(ρ̃(x, y))
∣∣dρ̃(x, y)t · dρ̃(x, y)

∣∣1/2 dxdy. (28)

to polar coordinates centered at the origin yields the integral∫ 2π

0

∫ R(θ)

0

K(ρ̃(0, 0), ρ̃(r cos(θ), r sin(θ)))f(ρ̃(r cos(θ), r sin(θ)))∣∣dρ(r cos(θ), r sin(θ))t · dρ(r cos(θ), r sin(θ))
∣∣1/2 rdrdθ, (29)
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where R(θ) is a parameterization of the boundary of the triangle T = A−1(∆1) in polar coordinates. By
itself, this mechanism is not usually effective. While the integrand in (29) is now much more amenable to
approximation via tensor products of polynomials, in most cases the introduction of the mapping A makes the
approximation of the function R(θ) parameterizing the boundary of the domain of integration via polynomials
more difficult.

In order to overcome this difficulty, we use a collection of precomputed quadrature rules to evaluate the
integral (29) efficiently. In cases where the function R(θ) appearing in (29) is nearly singular, this approach
is substantially more efficient than the usual adaptive integration methods.

3.2. Quadrature rules for a class of singular integrals. Here, we describe a method for the evaluation of
singular integrals of the form (28) which depends on a table of numerically constructed quadrature formulae.
We proceed by first dividing the triangle A−1(∆1) into three subtriangles T1, T2, and T3 by connecting the
origin to each of its vertices. The integral (28) is evaluated as∫∫

T1

K(ρ̃(0, 0), ρ̃(x, y))f(ρ̃(x, y))
∣∣dρ̃(x, y)t · dρ̃(x, y)

∣∣1/2 dxdy
+

∫∫
T2

K(ρ̃(0, 0), ρ̃(x, y))f(ρ̃(x, y))
∣∣dρ̃(x, y)t · dρ̃(x, y)

∣∣1/2 dxdy
+

∫∫
T2

K(ρ̃(0, 0), ρ̃(x, y))f(ρ̃(x, y))
∣∣dρ̃(x, y)t · dρ̃(x, y)

∣∣1/2 dxdy;

that is, the integral is computed over each of the subtriangles separately. By applying rotations and scalings,
which do not affect the representation (27), we can assume that each Tj is a triangle with vertices

(0, 0) , (1, 0) , (r0 cos (θ0) , r0 sin (θ0)) , (30)

where 0 < θ0 < π and 0 < r0 < 1. If we define

γr0,θ0(u) =
r0 sin(θ0)

r0 sin(θ0 − θ0u) + sin(θ0u)
,

then the integral ∫∫
T

K(ρ̃(0, 0), ρ̃(x, y))f(ρ̃(x, y))
∣∣dρ̃(x, y)t · dρ̃(x, y)

∣∣1/2 dxdy
over the triangle T with vertices (30) can be written as∫ 1

0

∫ γr0,θ0 (u)

0

(
f−1(θ0u) + f0(θ0u)r + f1(θ0u)r2 + . . .

)
g(r, θ0u)θ0drdu (31)

with the fj as in (27) and g a function entire in the variables r and θ.
Our approach allows for the evaluation of integrals of the form∫ 1

0

∫ γr0,θ0 (u)

0

(
f−1(θ0u) + f0(θ0u)r + f1(θ0u)r2 + . . .+ fn(θ0u)rn+1

)
θ0 drdu,

where fi is a trigonometric polynomial of order 3(i+1)+2. The inner integral in (3.2) can be evaluated using
the Legendre quadrature rule of length dn/2e+ 1 on the interval [0, γr0,θ0(u)]. It is the outer integral, which
can be rewritten as∫ 1

0

(
f−1(θ0u)γr0,θ0(u) + f0(θ0u)

γ2
r0,θ0

(u)

2
+ f1(θ0u)

γ3
r0,θ0

(u)

3
+ . . . fn(θ0u)

γn+2
r0,θ0

(u)

n+ 2

)
θ0 du,

that our specialized quadrature rules are designed to approximate.
Truncating the expansion in (31) has a number of implications. First, the limitation on the order of the

trigonometric polynomials fj means that our quadrature rules will only be effective for a restricted class of
weakly singular kernels. The orders 3(i + 1) + 2 for the trigonometric polynomials were chosen so that the
quadratures are effective for operators whose kernels are Green’s functions of linear elliptic operators or first
derivatives of Green’s functions of linear elliptic operators. Second, as a result of using expansions which are
of bounded order in the variable r, we will incur an error which depends algebraically on the diameter of the
triangle T . This is contrast to adaptive integration methods which obtain a prescribed accuracy regardless of
the integration domain. The rate of convergence of our Nyström scheme in toto will not generally be affected,
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however. Assuming that sufficiently high order is chosen for the singular quadratures, the overall error in the
scheme is dominated by the error arising from polynomial approximation of solutions of the integral equations.

Each quadrature rule holds for a range of values of r0 and θ0 and for a set value of the integer n. We refer
to n as the order of the quadrature rule. We computed tables of quadrature formulae of orders 4, 8 and 16.
Each table includes 88 quadrature rules which apply to values of r0 as small as 1.0 × 10−7 and as large as
1 and for values of θ0 as small as 1.0 × 10−7 and as large as 3.14159. The quadrature rule of order n which
holds for values of r0 and θ0 such that

αmin < r0 < αmax and βmin < θ0 < βmax

is constructed by letting

α1, . . . , α16 and β1, . . . , β16

be the nodes of the 16-point Legendre quadratures on the intervals [αmin, αmax] and [βmin, βmax], respectively,
and applying the algorithm of Section 1.3 to the functions

βl
γi+2
αk,βl

(u)

i+ 2
cos(jβlu) and βl

γi+2
αk,βl

(u)

i+ 2
sin(jβlu),

where i, j, k and l are allowed to vary as

i = −1, . . . , n, j = 0, . . . , 3(i+ 1) + 2, k = 1, . . . , 16, l = 1, . . . , 16.

In order to achieve high accuracy, we performed these computations using extended precision arithmetic and
requested accuracy of 1.0×10−16. If the computations are instead performed using double precision arithmetic,
accuracy on the order of 1.0× 10−12 can be achieved. The lengths of the resulting quadrature rules vary from
8 to 55. See Section 4 for a

4. Numerical Experiments

We now describe several numerical experiments conducted to measure the performance of the approach of
this article. All code was written in Fortran 77 and compiled with the Intel Fortran Compiler version 12.1.
The experiments were carried out on an workstation equipped with 12 Intel Xeon processor cores running at
3.47 GHz and 192 GB of RAM.

In some experiments, the performance of the precomputed quadratures of Section 3 was compared to that
of an adaptive procedure for the evaluation of integrals of the form∫∫

T

f(x, y)dxdy,

where T is a triangle and f(x, y) is a function with a radial singularity at a point (s0, t0). The procedure used
is representative of the most common schemes for evaluating the singular integrals arising in boundary element
methods and it proceeds as follows. First, the triangle T is divided into three subtriangles by connecting the
point (s0, t0) to each of the vertices of T . Then, the integral over each subtriangle is evaluated by writing it
in the form ∫ θ0

0

∫ R(θ)

0

f(s0 + r cos(θ), t0 + r sin(θ))rdrdθ, (32)

where R(θ) smooth on [0, θ0], and applying the procedure described by the following pseudocode:

(1) Set n = 6.
(2) Set m = 6.
(3) Let n = n+ 4.
(4) Let m = m+ 4.
(5) Approximate the integral (32) using a tensor product quadrature rule formed by applying an n-point

Legendre quadrature rule to the outer integral and an m-point Legendre quadrature rule to the inner
integral. Denote this value by En,m.

(6) If m = 10, goto Step 4.
(7) If |En,m − En,m−4| > ε |En,m| then goto Step 4.

(8) Let Ẽn = En,m.
(9) If n = 10, goto Step 3.
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(10) If
∣∣∣Ẽn − Ẽn−4

∣∣∣ > ε
∣∣∣Ẽn∣∣∣ then goto Step 3.

(11) Terminate the process and return Ẽn as the approximate value of the integral and return the product
quadrature used to form the value En,m.

4.1. Singular integrals on triangles. In our first set of experiments, we numerically evaluated a number
of integrals of the form ∫∫

Tα

f(x, y)dxdy

with

Tα = {(x, y) : 0 ≤ x ≤ 1, 0 ≤ y ≤ α− αx}

and f(x, y) defined almost everywhere by the formula

f(r cos(θ), r sin(θ)) =
cos(2θ)

r
. (33)

Each integral was evaluated in three different ways: using the adaptive quadrature procedure described at
the beginning of this section with a requested accuracy of ε = 1.0 × 10−12, with the 4th order precomputed
quadratures of Section 3 and analytically. The purpose of these experiments was to compare the behavior
of the precomputed quadrature formulas with a standard adaptive integration technique as the integration
domain becomes increasingly stretched.
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Figure 2. The nodes of the precomputed quadrature (left) and those of the adaptive quad-
rature (right) used to evaluate the integral of the function f(x, y), where f is defined by (33),
over the triangle T1/2.

Table 1 presents the results. There, Nadap is the number of nodes required by the adaptive procedure, Eadap

is the relative error in the approximation of the integral by adaptive quadrature, Nprecomp is the number of
nodes required to evaluate the integral using precomputed quadrature rules and Eprecomp is the relative error
in the approximation of the integral obtained via precomputed quadrature rules.

α Nadap Eadap Nprecomp Eprecomp

1/2 854 2.03× 10−15 84 2.38× 10−16

1× 10−1 1078 1.79× 10−15 84 1.46× 10−15

1× 10−2 1302 1.46× 10−15 84 8.34× 10−16

1× 10−3 1526 4.64× 10−15 84 3.10× 10−16

1× 10−4 1862 1.12× 10−14 81 5.49× 10−16

1× 10−5 2826 4.08× 10−14 81 3.98× 10−16

1× 10−7 11986 9.02× 10−13 81 3.98× 10−16

Table 1. The results of the experiments of Section 4.1.
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4.2. Electrostatic layer potentials on ellipsoids. The electrostatic double layer potential generated by
the unit charge distribution on a surface Σ is

D0(q) =
1

4π

∫∫
Σ

(p− q) · ηp
|q − p|3

ds(p),

where ηp denotes the outward unit normal vector to Σ at the point p. As is well known, when Σ is a closed
simply-connected surface,

D0(q) =
1

2
for all q ∈ Σ.

Figure 3. Three views of the surface Σ1/10 of Section 4.2.

In the experiments described here, this fact was used to compare the performance of adaptive quadrature
with the precomputed formulas of Section 3. In each experiment, a value of α was fixed and the electrostatic
double layer potential generated by the unit charge distribution on the ellipsoid Σα defined by(x

α

)2

+ y2 + z2 = 1

was evaluated at a collection points on Σα. Three views of the Ellipsoid Σ1/10 are shown in Figure 3. In

each experiment Σα was parameterized by projecting it onto the boundary of the cube [−1, 1]3; for instance,
a portion of the surface was parameterized via the mapping defined for −1 < s < 1 and −1 < t < 1 by s

t
1

→ 1√
s2 + t2 + 1

 αs
t
1

 .

A decomposition of Σα was then formed by triangulating the faces of the cube [−1, 1]3 and the associated
discretization of the operator D0 : L2 (Σα) → L2 (Σα) was constructed first using adaptive quadrature and
then with the 12th order precomputed quadrature rules. Spaces of polynomials of order 12 were used in
the discretization in both cases. The resulting discretizations were then used to approximate the value of
D0 at each of the discretization nodes on the surface Σα. Table 2 presents the results. There, N refers to
the number of discretization nodes, Nmax is the length of the largest quadrature formula used to evaluate a
singular integral, Tself is the wall clock time in seconds spent evaluating self interactions and E is the relative
L2(Σα) error in the approximation of D0.

4.3. Laplace’s equation on tori. In the experiments described here, we solved the exterior Neumann
problem

∆u = 0 in Ωc

∂u

∂ν
= g on ∂Ω

(34)

on a collection of tori parameterized over the square [0, 2π]× [0, 2π] by mappings of the form

ρα(s, t) =

 2 cos(t) + α cos(s) cos(t)
2 sin(t) + α cos(s) sin(t)

α sin(s)

 .
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Adaptive Precomputed

α N Nmax Tself E Nmax Tself E

0.25 1092 4716 1.05× 10+00 2.23× 10−06 658 1.19× 10−01 2.17× 10−06

3822 4716 2.80× 10+00 5.12× 10−08 693 4.12× 10−01 8.82× 10−09

15288 4172 9.70× 10+00 1.04× 10−11 693 1.62× 10+00 3.67× 10−12

61152 3724 3.80× 10+01 4.20× 10−13 693 6.44× 10+00 1.42× 10−14

0.10 1092 10052 2.79× 10+00 2.02× 10−05 590 1.18× 10−01 2.02× 10−05

3822 10052 4.00× 10+00 5.10× 10−06 693 4.11× 10−01 5.11× 10−06

15288 5348 1.13× 10+01 7.54× 10−12 700 1.61× 10+00 4.99× 10−12

0.05 1092 17788 7.97× 10+00 3.29× 10−04 672 1.18× 10−01 3.29× 10−04

3822 17788 6.79× 10+00 1.37× 10−05 700 4.12× 10−01 1.38× 10−05

15288 7572 1.54× 10+01 3.00× 10−09 700 1.64× 10+00 3.00× 10−09

61152 7572 5.01× 10+01 5.13× 10−13 700 6.46× 10+00 2.84× 10−13

0.01 1092 213076 1.19× 10+02 1.42× 10−03 672 1.17× 10−01 1.42× 10−03

3822 141564 5.80× 10+01 5.64× 10−05 693 4.83× 10−01 5.68× 10−05

15288 118928 8.66× 10+01 9.53× 10−08 693 1.62× 10+00 9.53× 10−08

61152 122548 2.25× 10+02 1.80× 10−10 693 6.44× 10+00 1.80× 10−10

222768 122548 5.08× 10+03 7.28× 10−12 693 2.37× 10+01 7.28× 10−12

Table 2. The results of the experiments described in Section 4.2.

Two views of the domain parameterized by p1/4 are shown in Figure 4. The representation

u(q) =
1

4π

∫∫
∂Ω

σ(p)

|q − p|
ds(p)

of the solution u of (34) leads to the integral equation

1

2
σ(q) +

1

4π

∫∫
∂Ω

(p− q) · ηp
|q − p|3

σ(p)ds(p) = g(x), (35)

which is well known to be uniquely solvable for g ∈ L2(∂Ω).

Figure 4. Two views of one of the domain parameterized by the function p1/4(s, t), which
is defined in Section 4.3.

In each experiment, the parameterization domain [0, 2π]× [0, 2π] was subdivided into triangles in order to
form a decomposition of the surface. The order of the spaces of polynomials used in discretization procedure
was taken to be 16 (that is, the constant N in Section 2 was set to 16) and the 16th order precomputed rules
of Section 3 were used to evaluate singular integrals. The problem (34) was then solved with the boundary
data taken to be the normal derivative of the potential

g(q) =
1

|q − p1|
− 1

|q − p2|
,
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where p1 is the point (2, 0, 0) and p2 is the point (0, 2, 0). A multipole code coupled with the standard
GMRES algorithm was used to invert the system of linear equations which resulted from discretizing (35).
The accuracy of obtained solution u was tested by computing the relative L2(B) error(∫∫

B

|g(p)|2 ds(p)
)−1/2(∫∫

B

|u(p)− g(p)|2 ds(p)
)1/2

with B is the ball of radius 5 centered at the origin. Table 3 presents the results. The notation used there is
as follows:

· Ntri specifies the number of triangles into which the parameterization domain was divided;

· N is the the total number of discretization nodes;

· Nself is the average number of nodes in the precomputed quadrature rules used to evaluate singular integrals;

· Tself is the wall clock time which was spent evaluating singular integrals;

· Tnear is the wall clock time which was spent evaluating nearly singular integrals;

· Tmult is the wall clock time which was spent performing precomputations for the multipole procedure;

· T is the total wall clock time spent on the experiment;

· E is the relative error L2(B) error in the obtained solution.

The raison d’être for these experiments is to demonstrate that the use of the precomputed quadrature
formulas does not adversely affect the rate of convergence of a boundary element method and to show that
the performance of these quadrature formulae is largely independent of the behavior of parameterizations.

α Ntri N Nself Tself Tnear Tmult Ttotal E

1.00 4 612 983 1.43× 10−01 1.11× 10+00 2.18× 10−01 1.60× 10+00 1.36× 10−04

16 2448 978 5.83× 10−01 2.84× 10+00 3.44× 10+00 7.86× 10+00 1.48× 10−10

64 9792 976 2.57× 10+00 8.64× 10+00 4.01× 10+01 6.31× 10+01 8.64× 10−14

0.25 16 2448 976 5.60× 10−01 1.63× 10+00 3.23× 10+00 6.31× 10+00 7.07× 10−07

64 9792 976 2.26× 10+00 6.41× 10+00 2.77× 10+01 4.45× 10+01 2.19× 10−11

256 39168 976 8.88× 10+00 2.54× 10+01 1.38× 10+02 2.19× 10+02 2.85× 10−14

0.10 40 6120 976 1.42× 10+00 3.34× 10+00 1.09× 10+01 1.92× 10+01 5.88× 10−07

160 24480 975 5.57× 10+00 1.45× 10+01 7.70× 10+01 1.16× 10+02 1.11× 10−11

640 97920 976 2.23× 10+01 5.91× 10+01 5.00× 10+02 6.92× 10+02 2.30× 10−14

0.01 400 61200 975 1.38× 10+01 2.86× 10+01 1.05× 10+02 1.79× 10+02 5.12× 10−07

1600 244800 975 5.54× 10+01 1.32× 10+02 8.47× 10+02 1.20× 10+03 8.39× 10−12

6400 979200 975 2.22× 10+02 5.94× 10+02 4.76× 10+03 6.70× 10+03 7.07× 10−13

Table 3. The results of the experiments described in Section 4.3.

4.4. An electromagnetic scattering problem. The boundary value problem

∇×E = ikH in Ωc

∇×H = −ikE in Ωc

∇ ·E = 0 in Ωc

∇ ·H = 0 in Ωc

η ×E = 0 on ∂Ω

(36)

arises from the scattering of time-harmonic waves from a perfect conductor Ω. Here, η is the outward-pointing
unit normal vector to ∂Ω and E and H represent the total electric and magnetic fields. That is,

E = Ein + Escat

H = Hin + Hscat,
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where Ein and Hin are incident fields and Escat and Hscat denote scattered fields of interest. The magnetic
field integral equation is obtained by inserting the representation

Hscat = ∇×A, (37)

where

A(q) =
1

4π

∫∫
∂Ω

eik|q−p|

|q − p|
J(p)ds(p),

into (36). Specifically, a solution to (36) of the form (37) can be obtained by solving the integral equation

1

2
J + η ×Hscat = −η ×Hin. (38)

The unknown in (38) is the surface current J given on ∂Ω.
In each experiment, an instance of the boundary value problem (36) was solved by applying the discretiza-

tion procedure of Section 2 to the integral equation (38) and solving the resulting linear system of equations.
The 8th order quadrature rules of Section 3 were used to evaluate singular integrals and spaces of 8th order
polynomials were used to represent solutions. In each case, the region Ω was taken to be the unit sphere and
k was set to be 1. The incoming field Hin was the potential generated by a unit source charge at the point
(0.2,−0.3, 0.1). Each obtained solution J of the integral equation was used to approximate the electric field E
and magnetic field H at the point (10, 20,−30). Those values are known by the extension theorem. Table 4
presents the results. There, Ntris is the number of triangles into which the parameterization domain is subdi-
vided, N is the number of discretization nodes on the surface, Eelectric is the largest relative component-wise
error in the electric field and Emagnetic is the largest relative component-wise error in the magnetic field.

Ntri N Eelectric Emagnetic

12 540 5.92× 10−05 9.25× 10−05

48 2160 5.46× 10−09 5.76× 10−09

192 8640 1.85× 10−12 3.94× 10−12

Table 4. The results of the experiments described in Section 4.4.

The principal purpose of these experiments is to show that high accuracy can be obtained using the
quadratures of Section 3 and that the use of such quadratures does not retard the convergence of boundary
element methods.

4.5. A singular domain. In these final experiments, we considered the exterior Neumann problem

∆u+ k2u = 0 in Ωc

∂u

∂η
= g on ∂Ω

|x|
(

∂

∂|x|
− ik

)
u(x)→ 0 as |x| → ∞

(39)

in the case where Ω has singular boundary. In particular, we took Ω to be the surface parameterized over
[0, 2π]× [0, π] via the mapping

p(s, t) =

 2 sin(t/2)
cos(s) sin(t)
sin(s) sin(t)

 .

See Figure 5 for several views of this domain, which has a single corner point. By representing the solution u
as

u(q) =
1

4π

∫∫
∂Ω

eik|q−p|

|q − p|
σ(p)ds(p),
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the boundary value problem (39) can be reformulated as the integral equation

−1

2
σ(q) +

1

4π

∫∫
∂Ω

(q − p) · ηp
|q − p|3

exp (ik |q − p|) (1− ik |q − p|)σ(p)ds(p) = g(q). (40)

Note that for certain wavenumbers, the integral operator appearing in (40) will have a nontrivial nullspace.
For the experiments of this section, the wavenumber k was taken to be 1 and this problem did not arise.
Numerous approaches for addressing this difficulty have been suggested in the literature.

In each experiment, a discretization of the integral operator appearing in (40) was formed using the ap-
proach of Section 2. Spaces of 8th order polynomials were used to discretize solutions and the 8th precomputed
quadrature rules of Section 3 were used to evaluate singular integrals. The condition number of each discretiza-
tions was computed and each discretizaton was also used to solve an instance of the boundary value problem
(39). The boundary data g was taken to be the normal derivative of the function

h(q) =
ei|q−p0|

|q − p0|
,

where p0 is the point (1, 0, 0). The obtained solution was compared to the true solution h of the boundary
value problem (40) at the point (10, 0, 0). Table 5 displays the results; there, N refers to the number of
discretization nodes, κ is the condition number of the discretization and E is the relative error in the obtained
solution at the point (10, 0, 0).

These experiments illustrate one of the primary difference between the scheme of this paper and standard
Nyström or collocation methods. Namely, that the discretizations obtained by applying the procedure of
Section 2 reflect the L2 properties of the operator. In this case, the operator in question is well-conditioned
as an operator L2(Σ) → L2(Σ) but it is not bounded when considered as an operator on various Hölder
spaces. Standard collocation and Nyström schemes, when applied to this operator, yield highly ill-conditioned
discretizations while the Galkerin method and the approach of this paper result in well-conditioned matrices.

Figure 5. Three views of the singular domain of Section 3.

N κ E

180 2.40× 10+0 1.52× 10−03

720 2.42× 10+0 2.42× 10−05

2880 2.44× 10+0 1.04× 10−07

11520 2.45× 10+0 9.09× 10−10

46080 2.45× 10+0 7.04× 10−13

Table 5. The results of the experiments described in Section 4.5.
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5. Conclusions and Future Work

The scheme of this paper provides a reliable and high-accuracy mechanism for discretizing integral operators
with weakly singular kernels on surfaces. In the author’s experience, it is a considerably more robust and
efficient than schemes which utilize adaptive quadrature. It is particularly effective in cases where surface
parameterizations behave poorly (i.e., are highly nonconformal).

While the performance of the scheme is good compared to existing methods, we believe that the scheme of
this paper can be made still more efficient and we are pursuing several avenues of investigation:

· The procedure of Section 1.3 can be generalized to the case of collections of functions given on two-
dimensional domains. It is possible to use this generalization to construct more efficient quadrature rules
which are not tensor products. The computational effort required to construct such rules is considerable,
however.

· Rather than compose a user-supplied parameterization ρ with an affine mapping in order to obtain a param-
eterization which is conformal at the target node, we could use a nonlinear transformation φ. This would
allow for more degrees of freedom which could be exploited to, for instance, produce a mapping which takes
the simplex to itself. The danger of this approach is that nonlinear mappings increase the order of the
polynomials which must be integrated. It remains to be seen whether the use of nonlinear mappings in lieu
of affine mappings will lead to an improved scheme.

· The authors are investigating a reparameterization scheme which, given user-specified parameterizations,
constructs new parameterizations whose linearizations are conformal at the appropriate points.
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