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Abstract

Let p be a prime number and K a finite unramified extension of Qp. If p is large enough
with respect to [K : Qp] and under mild genericity assumptions, we prove that the admissible
smooth representations of GL2(K) that occur in Hecke eigenspaces of the mod p cohomology
are of finite length. We also prove many new structural results about these representations of
GL2(K) and their subquotients.
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1 Introduction

1.1 The main results

Let p be a prime number, F a totally real number field and D a quaternion algebra of center
F which is split at all p-adic places and at exactly one infinite place. In order to simplify this
introduction we assume that p is inert in F (in the text we only need p unramified in F ) and
denote by v the unique p-adic place of F . To an absolutely irreducible continuous representation
r : Gal(F/F ) → GL2(F) (here F is a sufficiently large finite extension of Fp) and V v a compact
open subgroup of (D ⊗F A∞,vF )× (here A∞,vF is the ring of finite prime-to-v adèles of F ), we
associate the admissible smooth representation of GL2(Fv) over F:

π
def= lim−→

Vv

HomGal(F/F )
(
r,H1

ét(XV vVv ×F F ,F)
)
, (1)

where the inductive limit runs over compact open subgroups Vv of (D ⊗F Fv)× ∼= GL2(Fv) and
XV vVv is the smooth projective Shimura curve over F associated to D and V vVv. Throughout

2



this introduction we fix π as in (1) such that π 6= 0. Recall that, when F = Q (and XV vVv is
the compactified modular curve) and under very weak assumptions on r|Gal(Qp/Qp), the GL2(Qp)-
representation π has been completely understood for quite some time (see [Eme], [CDP14]). Un-
fortunately, this is no longer the case when Fv 6= Qp despite recent progress ([HW22], [BHH+23],
[BHH+a], [BHH+b], [Wan23], [Wan]). The main aim of the present work is to take a new step in
the (long) journey towards the comprehension of the GL2(Fv)-representation π when Fv 6= Qp by
proving that, for r sufficiently generic and under a standard multiplicity one assumption (com-
monly referred to as “the minimal case”), π is of finite length.

Under similar assumptions, it was already known that π is absolutely irreducible if and only if
r|Gal(F v/Fv) is ([BHH

+a, Thm. 3.4.4.6(i)]), and that π is of length 3 when r|Gal(F v/Fv) is reducible
and [Fv : Qp] = 2 ([HW22] for r|Gal(F v/Fv) nonsplit, [BHH+a, Thm. 3.4.4.6(ii)] for r|Gal(F v/Fv)
split1). Hence the main contribution of this work is to prove that π is of finite length when
r|Gal(F v/Fv) is reducible and [Fv : Qp] ≥ 3. We also obtain many intermediate and aside results
on (the irreducible constituents of) π.

Let us describe our most important results in more details.

We set K def= Fv, f
def= [K : Qp] and q

def= pf . We denote by ω the mod p cyclotomic character of
Gal(K/K) (that we consider as a character of K× via local class field theory, where uniformizers
correspond to geometric Frobenius elements), and by ωf , ω2f Serre’s fundamental characters of
the inertia subgroup IK of Gal(K/K) of level f , 2f respectively. In this introduction, we say that
r is generic if the following conditions are satisfied:

(i) r|Gal(F/F ( p
√

1)) is absolutely irreducible;

(ii) for w -p such that either D or r ramifies at w, the framed deformation ring of r|Gal(Fw/Fw)
over the Witt vectors W (F) is formally smooth;

(iii) r|IK is up to twist of formω∑f−1
j=0 (rj+1)pj

f ∗
0 1

 with max{12, 2f + 1} ≤ rj ≤ p−max{15, 2f + 4}

orω∑f−1
j=0 (rj+1)pj

2f
ω
q(same)
2f

 with
{

max{12, 2f + 1} ≤ rj ≤ p−max{15, 2f + 4} j > 0
max{13, 2f + 2} ≤ r0 ≤ p−max{14, 2f + 3}.

Note that (iii) implies p ≥ max{27, 4f +5} and that (ii) can be made explicit ([Sho16], [BHH+23,
Rk. 8.1.1]). The bounds on rj in (iii) are such that all the results mentioned in this introduction
except one hold (in the paper many results actually require weaker bounds, and a few results
require stronger bounds). By [BHH+23, Thm. 1.9] (for r|Gal(K/K) semisimple) and [Wan23,
Thm. 6.3(ii)] (for r|Gal(K/K) non-semisimple) for r generic there is a unique integer r ≥ 1 (the

1[BHH+a, Thm. 3.4.4.6] is stated in the global setting of compact unitary groups but the proof is the same.
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“multiplicity”) such that, for any (absolutely) irreducible representation σ of GL2(OK) over F,
we have dimF HomGL2(OK)(σ, π) ∈ {0, r} (the notation r and r is somewhat unfortunate but is
consistent with [BHH+23, § 8]).

In the sequel we let ρ def= r∨|Gal(K/K), where r
∨ is the dual of r.

If π1 and π2 are representations of a group, we denote by π1 π2 an arbitrary nonsplit
extension of π2 by π1 (so π1 is a subrepresentation and π2 is a quotient). We say a finite
length representation is uniserial if it has a unique composition series, in which case we write
π1 π2 π3 · · · , where πi are the (irreducible) graded pieces. Finally we let B(K) be the
subgroup of upper triangular matrices in GL2(K).

Theorem 1.1.1. Assume that r is generic and that r = 1.

(i) If ρ is irreducible then π is irreducible supersingular.

(ii) If ρ is split, i.e. ρ ∼=
(
χ1 0
0 χ2

)
, then

π ∼= IndGL2(K)
B(K) (χ2 ⊗ χ1ω

−1)⊕ π′ ⊕ IndGL2(K)
B(K) (χ1 ⊗ χ2ω

−1),

where π′ = 0 if K = Qp and π′ has length ∈ {1, . . . , f − 1} with distinct supersingular
constituents if K 6= Qp.

(iii) If ρ is nonsplit, i.e. ρ ∼=
(
χ1 ∗
0 χ2

)
with ∗ 6= 0, then

π ∼=
(

IndGL2(K)
B(K) (χ2 ⊗ χ1ω

−1) π′ IndGL2(K)
B(K) (χ1 ⊗ χ2ω

−1)
)
,

where π′ = 0 if K = Qp and π′ is uniserial of length ∈ {1, . . . , f − 1} with distinct supersin-
gular constituents if K 6= Qp.

Part (i) was known ([BHH+a, Thm. 3.4.4.6(i)], as already mentioned), (ii) easily follows from
Theorem 3.2.3(i) with the first statement of [BHH+a, Thm. 1.3.11] and from Corollary 3.2.7(iv),
and (iii) follows from Theorem 4.4.8(ii) and Corollary 4.4.10.

Theorem 1.1.1 implies that π is of finite length and multiplicity free. It is expected that π′
in Theorem 1.1.1(ii), (iii) always has length f − 1 (see [BP12, p. 107]) but we only know this
when f = 2 (in fact we do not have an example of a π′ of length ≥ 2). Note also that, although
one can optimistically hope that π′ only depends on ρ and that π′ in Theorem 1.1.1(ii) is the
semisimplification of π′ in Theorem 1.1.1(iii), at present we know none of these statements when
f > 1, even for f = 2.

Nevertheless we can prove several results on the irreducible constituents of π. Let I (resp. I1)
be the subgroup of GL2(OK) of matrices which are upper triangular modulo p (resp. upper
unipotent modulo p) and K1 ∼= 1 + pM2(OK) ⊆ I1 be the subgroup of matrices which are trivial
modulo p. Let Z1 ∼= 1 + pOK be the center of I1 (or K1). We will extensively use the Iwasawa
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algebra Λ def= FJI1/Z1K which is a (noncommutative) noetherian local ring of Krull dimension 3f .
We denote by m its maximal ideal. Since π has a central character, π and any of its subquotients
are Λ-modules, and likewise for their linear duals. Since π is admissible, the latter are moreover
finitely generated Λ-modules. Recall that a nonzero finitely generated Λ-module M is Cohen–
Macaulay of grade c ≥ 0 if ExtiΛ(M,Λ) is nonzero if and only if i = c.

Theorem 1.1.2. Assume that r is generic, that r = 1 and that ρ is semisimple.

(i) The linear dual HomF(π′,F) of any nonzero subquotient π′ of π is a Cohen–Macaulay Λ-
module of grade 2f .

(ii) Any subquotient of π is generated by its GL2(OK)-socle.

(iii) For any subquotient π′ of π we have

dimF((X))D
∨
ξ (π′) = | JH(socGL2(OK)(π′))|,

where D∨ξ (π′) is the cyclotomic (ϕ,Γ)-module associated to π′ in [BHH+a, § 2.1.1] and JH
means the set of Jordan–Hölder (or irreducible constituents).

(iv) For any subrepresentations π1 ⊆ π2 of π we have a split exact sequence of GL2(OK)-repre-
sentations

0→ socGL2(OK)(π1)→ socGL2(OK)(π2)→ socGL2(OK)(π2/π1)→ 0.

(v) For any subrepresentations π1 ⊆ π2 of π and any n ≥ 1 we have an exact sequence of
I-representations

0→ π1[mn]→ π2[mn]→ (π2/π1)[mn]→ 0,

which is split for n ≤ max{6, f + 1}.

Note first that for π itself part (i) was known using [HW22, Prop. A.8] (without assuming
ρ semisimple) and part (ii) was known by [BHH+a, Thm. 1.3.8]. Moreover (iii) was known for
subrepresentations π1 of π by [BHH+a, Thm. 3.3.5.3(ii)]. In particular Theorem 1.1.2 was already
known for ρ irreducible (as π is then also irreducible), and thus the main novelty in Theorem 1.1.2
is that we obtain nontrivial results for subquotients of π (when ρ is reducible).

When ρ is split reducible, (i) is contained in Corollary 3.2.7(ii), (ii) is Corollary 3.2.7(iii), (iii)
is contained in Corollary 3.2.7(i) and (iv) is Lemma 3.2.6. Finally (v) is Corollary 3.2.5 (note
that the splitness for n = 1 directly follows from (iv) since (−)[m] = (−)I1). The splitness of the
exact sequences in (iv) and in (v) for n ≤ max{6, f + 1} can be seen as (very weak) evidence for
the hope that π is semisimple when ρ is.

When ρ is non-semisimple, we have the following version of Theorem 1.1.2:

Theorem 1.1.3. Assume that r is generic, that r = 1 and that ρ is non-semisimple (reducible).

(i) The linear dual of any nonzero subquotient of π is a Cohen–Macaulay Λ-module of grade
2f .
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(ii) Any subquotient of π is generated by its K1-invariants.

The proofs in the non-semisimple case are significantly harder and usually much more technical
than in the split case. Part (i) is contained in Corollary 4.4.6 and part (ii) is Theorem 4.4.8(i).

Theorem 1.1.3 is shorter than Theorem 1.1.2 because, in the nonsplit case, if π1 ⊆ π2 are
nonzero subrepresentations of π the maps πI1

2 → (π2/π1)I1 and πK1
2 → (π2/π1)K1 are not sur-

jective in general (even for f = 1). Nonetheless, in [BHH+c] we will completely determine the
(semisimple) I-representation (π2/π1)I1 and the GL2(Fq)-representation (π2/π1)K1 . We will also
determine dimF((X))D

∨
ξ (π2/π1).

Under the same assumptions (r generic, r = 1) we prove several other results that are not
stated above. For instance, just assuming r generic, we completely determine grm(π∨) as a
graded grm(Λ)-module, where π∨

def= HomF(π,F) denotes the linear dual of π which is a finitely
generated Λ-module, grm(Λ) def=

⊕
n≥0 m

n/mn+1 and grm(π∨) def=
⊕

n≥0 m
nπ∨/mn+1π∨ (see Theo-

rem 2.1.2 below). This is a key result. Indeed, on the one hand it makes it possible to determine
grm((π2/π1)∨) for any subrepresentations π1 ⊆ π2 of π (Corollary 3.2.7(ii) for ρ split, [BHH+c]
for ρ nonsplit with suitable genericity). On the other hand, and most crucially, knowing grm(π∨)
is the starting point of all the important proofs of this work as we explain now.

1.2 Some sketches of proofs

One important question left open in [BHH+a, § 3.3.2] was the precise structure of the graded
grm(Λ)-module grm(π∨) (see [BHH+a, Rk. 3.3.2.6(i)]). We answer this question in the next theo-
rem. We need more notation. Recall from [BHH+a, § 3.1] that grm(Λ) ∼=

⊗
j∈{0,...,f−1} F〈yj , zj , hj〉

with relations [yj , zj ] = hj , [hj , zi] = [yi, hj ] = 0 for all i, j ∈ {0, . . . , f − 1}. We let

R
def= grm(Λ)/(hj : 0 ≤ j ≤ f − 1) ∼= F[yj , zj : 0 ≤ j ≤ f − 1]

which is a (graded) commutative polynomial ring. We let H def=
(
F×q 0
0 F×q

)
∼= I/I1, which

naturally acts on Λ, grm(Λ) and R. Recall that the irreducible continuous representations of I
over F factor as characters χ : H → F×. In [BHH+a, Def. 3.3.1.1] to each χ ∈ JH(πI1) we
associated an ideal a(χ) of R (containing yjzj for all j ∈ {0, . . . , f − 1}) which is denoted by a(λ)
in the text and recalled in (12) below.

Theorem 1.2.1 (Theorem 2.1.2). Assume that r is generic.

(i) We have an isomorphism of graded grm(Λ)-modules with compatible H-action

grm(π∨) ∼=
( ⊕
χ∈JH(πI1 )

χ−1 ⊗F
R

a(χ)

)⊕r
.

(ii) The grm(Λ)-module grm(π∨) is Cohen–Macaulay of grade 2f .
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In particular the graded grm(Λ)-module grm(π∨) together with its compatible H-action is
local, i.e. depends only on ρ, and even just on ρ|IK . We remark that Theorem 1.2.1 allows us to
compute the entire Hilbert polynomial of grm(π∨) (cf. [BHH+c]). Note that, although we know
the grm(Λ)-module grm(π∨) thanks to Theorem 1.2.1(i), we still do not understand the Λ-module
(π|I)∨.

We sketch the proof of Theorem 1.2.1 (which is given in § 2, especially § 2.5). Denote by N
the grm(Λ)-module on the right-hand side of (i). First (ii) follows from (i), since N is Cohen–
Macaulay by a direct computation, hence the main issue is (i). If M is any finitely generated
R-module which is killed by the ideal (yjzj : 0 ≤ j ≤ f − 1) of R (for instance N), we define its
characteristic cycle ([BHH+a, Def. 3.3.4.1])

Z(M) def=
∑
q

length(Mq)[q] ∈
⊕
q

Z[q], (2)

where q runs through the minimal prime ideals of R/(yjzj : 0 ≤ j ≤ f − 1). As N is Cohen–
Macaulay, any nonzero grm(Λ)-submodule of N has a nonzero cycle (i.e. N is pure). Since by
[BHH+a, Thm. 3.3.2.1] we already have a surjection of graded grm(Λ)-modules N � grm(π∨)
(which implies Z(N) ≥ Z(grm(π∨)) in

⊕
q Z[q]), to prove (i) it is enough to prove Z(N) =

Z(grm(π∨)), as Z(−) is additive on short exact sequences ([BHH+a, Lemma 3.3.4.2]). To show
this, we construct a resolution of the Λ-module (π|I)∨ by a complex of filtered Λ-modules P•
with compatible H-action such that the associated complex gr(P•) of grm(Λ)-modules satisfies
H0(gr(P•)) ∼= N and H1(gr(P•)) = 0. Such a filtered complex gives rise to a spectral sequence
Esi =⇒ Hi(P•) for i, s ≥ 0 ([LvO96, § III.1]) and using H1(gr(P•)) = 0 we prove that E∞0 = E1

0 .
Since E1

0 = H0(gr(P•)) ∼= N and E∞0 ∼= gr(π∨), where gr(π∨) is here computed for the quotient
filtration on π∨ induced by the surjection P0 � π∨, we deduce N ∼= gr(π∨), which implies
Z(N) = Z(gr(π∨)). But we have Z(gr(π∨)) = Z(grm(π∨)) by [BHH+a, Lemma 3.3.4.3], and
thus Z(N) = Z(grm(π∨)). The construction of P• with its properties is quite involved and in
particular crucially uses the following result (where the ExtiI/Z1

are computed in the category of
smooth representations of I/Z1 over F).

Proposition 1.2.2 (§ 2.6). For any smooth character χ : I → F× and any i ≥ 0, ExtiI/Z1
(χ, π) 6=

0 only if χ ∈ JH(πI1), in which case dimF ExtiI/Z1
(χ, π) =

(2f
i

)
r.

Theorem 1.2.1 turns out to be a crucial ingredient in the proof that π is of finite length when
r = 1 and ρ is reducible. We assume these two hypothesis from now on, and we present below
a unified sketch of proof in the two cases ρ split and ρ nonsplit, though in the text we found it
preferable to separate the two cases (mainly because the nonsplit case is much more technical).

We fix a nonzero subrepresentation π1 ⊆ π and let π2
def= π/π1. Hence we have an exact

sequence of Λ-modules with H-action 0 → π∨2 → π∨ → π∨1 → 0. The m-adic filtration on π∨

induces a filtration on π∨2 and we denote by gr(π∨2 ) the associated grm(Λ)-module. Just like the
definition of the grm(Λ)-module N in Theorem 1.2.1(i) only uses the H-representation πI1 (and a
fortiori only the GL2(Fq)-representation πK1), we define an explicit quotient N1 of N which only
depends on the GL2(Fq)-representation πK1

1 . In the split case one has

N1 =
⊕

χ∈JH(πI11 )

χ−1 ⊗F
R

a(χ) , (3)
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in particular N1 is then a direct summand of N and only depends on the H-representation πI1
1 ,

but this is no longer true in the nonsplit case if π1 6= π (see Step 2 in the proof of Proposition
4.4.3 together with (75) and Definition 4.2.4). Defining N2

def= ker(N � N1), we prove that there
is a commutative diagram with exact rows of graded grm(Λ)-modules (see Step 1 in the proof of
Proposition 3.2.2 for ρ split, Step 2 in the proof of Proposition 4.4.3 for ρ nonsplit):

0 // gr(π∨2 ) // grm(π∨) // grm(π∨1 ) // 0

0 // N2 //?�

OO

N //

∼=

OO

N1 //

OOOO

0

(4)

with injective (resp. surjective) vertical map on the left (resp. right) and where the middle iso-
morphism is Theorem 1.2.1(i).

The next step is the following theorem:

Theorem 1.2.3 (Proposition 3.2.2, Proposition 4.4.3). The left vertical injection in (4), hence
also the right vertical surjection, are isomorphisms. In particular grm(π∨1 ), gr(π∨2 ) are Cohen–
Macaulay grm(Λ)-modules of grade 2f , and π∨1 , π∨2 are Cohen–Macaulay Λ-modules of grade 2f .

We sketch the proof of Theorem 1.2.3.

The Cohen–Macaulayness of π∨1 , π∨2 follows from the one of grm(π∨1 ), gr(π∨2 ) ([LvO96,
Prop. III.2.2.4]), which itself follows from the first statement of Theorem 1.2.3 as N1, N2 can be
checked to be Cohen–Macaulay grm(Λ)-modules. Note that, by dévissage and since Λ is Auslander
regular, one then deduces from [LvO96, Cor. III.2.1.6] that the linear dual of any subquotient
of π∨ is Cohen–Macaulay of grade 2f . In particular this proves Theorem 1.1.2(i) and Theorem
1.1.3(i).

Hence it is enough to prove N1
∼−→ gr(π∨1 ). Since, just like N , the grm(Λ)-module N1 is

pure, by the same argument as for N (see the sentences below (2)) it is enough to prove that
Z(N1) = Z(grm(π∨1 )), or equivalently by diagram (4) that Z(N2) = Z(gr(π∨2 )).

We then use the essential self-duality of π ([HW22, Thm. 8.2] with [BHH+23, Thm. 8.4.1]
and [Wan23, Thm. 6.3(i)]): there is a GL2(K)-equivariant isomorphism Ext2f

Λ (π∨,Λ) ∼= π∨ ⊗F

(det(ρ)ω−1), where Ext2f
Λ (π∨,Λ) is endowed with the action of GL2(K) defined in [Koh17,

Prop. 3.2]. Then we can define π̃2 ⊆ π as the unique GL2(K)-subrepresentation such that

π̃∨2 = im
{

Ext2f
Λ (π∨,Λ)→ Ext2f

Λ (π∨2 ,Λ)
}
⊗F (det(ρ)−1ω).

Since π̃2 is a subrepresentation of π, we can define a surjection of grm(Λ)-modules

Ñ2 � grm(π̃∨2 )

analogous to N1 � grm(π∨1 ), where Ñ2 again only depends on the GL2(Fq)-representation π̃K1
2 .

In particular Z(Ñ2) ≥ Z(grm(π̃∨2 )). Note that by the same argument as in the proof of [BHH+a,
Prop. 3.3.5.3(iii)] we have Z(grm(π̃∨2 )) = Z(gr(π∨2 )). Since Z(gr(π∨2 )) ≥ Z(N2) by the left injection
in (4), we deduce

Z(Ñ2) ≥ Z(grm(π̃∨2 )) = Z(gr(π∨2 )) ≥ Z(N2)
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and hence it is enough to prove Z(Ñ2) = Z(N2).

The equality Z(Ñ2) = Z(N2) is the heart of the proof of Theorem 1.2.3 and is particularly
subtle in the nonsplit case. In both cases (split or nonsplit) it boils down to determining the
GL2(Fq)-representation π̃K1

2 from the GL2(Fq)-representation πK1
1 . For that, we do not know any

proof that avoids (ϕ,Γ)-modules. We have the formula

dimF((X))D
∨
ξ (π̃2) = dimF((X))D

∨
ξ (π2) = dimF((X))D

∨
ξ (π)− dimF((X))D

∨
ξ (π1), (5)

where the first equality follows from Z(grm(π̃∨2 )) = Z(gr(π∨2 )) with [BHH+a, Prop. 3.3.5.3(i)] and
the second from the exactness of the functor D∨ξ ([BHH+a, Thm. 3.1.3.7]). In the split case, using
the equalities

dimF((X))D
∨
ξ (π) = 2f ,

dimF((X))D
∨
ξ (π̃2) = | JH(socGL2(OK)(π̃2))|,

dimF((X))D
∨
ξ (π1) = | JH(socGL2(OK)(π1))|

(where the first follows from [BHH+a, Thm. 1.3.1] and where the other two are [BHH+a,
Prop. 3.3.5.3(ii)]), we manage starting from (5) to determine socGL2(OK)(π̃2), hence π̃K1

2 (using the
proof of [BP12, Thm. 19.10]), hence Ñ2, and finally check that Z(Ñ2) = Z(N2). In the nonsplit
case using the (much harder) equalities

dimF((X))D
∨
ξ (π) = 2f ,

dimF((X))D
∨
ξ (π̃2) = | JH(π̃K1

2 ) ∩W (ρss)|,
dimF((X))D

∨
ξ (π1) = | JH(πK1

1 ) ∩W (ρss)|

(which all follow from [Wan, Thm. 1.2]) with (5) (and Theorem 4.3.15 in the text applied to both
π1, π̃2), we can again determine π̃K1

2 and once more check Z(Ñ2) = Z(N2).

We now sketch the proof that π is of finite length (for ρ reducible) using Theorem 1.2.3.

Let π1 ⊆ π be a nonzero subrepresentation, and let π′1 ⊆ π1 be the GL2(K)-subrepresentation
generated by socGL2(OK)(π1) if ρ is split, by πK1

1 if ρ is nonsplit. We then have π′1
K1 ∼−→ πK1

1
in both cases (using the proof of [BP12, Thm. 19.10] in the split case). The grm(Λ)-module
N1 in (4) is the same for both π1 and π′1 since it only depends on the GL2(Fq)-representation
π′1
K1 ∼= πK1

1 . By Theorem 1.2.3 we deduce that the natural surjection N1
∼−→ grm(π∨1 ) � grm(π′∨1 )

is an isomorphism, in particular mnπ∨1 /m
n+1π∨1

∼−→ mnπ′∨1 /m
n+1π′∨1 for all n ≥ 0, hence by

dévissage π∨1 /mn+1π∨1
∼−→ π′∨1 /m

n+1π′∨1 for n ≥ 0, hence π∨1
∼−→ π′∨1 or equivalently π′1

∼−→ π1.

This first implies that π1 is generated by its GL2(OK)-socle if ρ is split, by its K1-invariant if
ρ is nonsplit (since π′1 is). As the quotient of a GL2(K)-representation generated by its GL2(OK)-
socle (resp. its K1-invariants) is a fortiori also generated by its GL2(OK)-socle (resp. its K1-
invariants), we have proven Theorem 1.1.2(ii) and Theorem 1.1.3(ii).

We then obtain that π is of finite length, as there are only finitely many GL2(Fq)-subrepresenta-
tions πK1

1 inside the GL2(Fq)-representation πK1 (recall the latter is explicitly known and only
depends on ρ|IK , see [HW18, LMS22] for ρ split, [Le19] for ρ nonsplit). A more precise calculation
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inside πK1 gives the more precise statements in Theorem 1.1.1(ii), (iii), though the multiplicity
freeness in the nonsplit case is more involved, see Corollary 4.4.10.

So far we have briefly gone over the proofs of Theorem 1.1.1, of Theorem 1.1.2(i), (ii) and of
Theorem 1.1.3(i), (ii). We now sketch the proofs of Theorem 1.1.2(iii), (iv), (v).

Since in the split case N1 in (3) is a direct summand of N , Theorem 1.2.3 implies that the
exact sequence of graded grm(Λ)-modules 0 → gr(π∨2 ) → grm(π∨) → grm(π∨1 ) → 0 in (4) is split.
Then by a dimension count we deduce that the map π[mn]→ (π/π1)[mn] is surjective for all n ≥ 0.
It is then not difficult to deduce the exactness in Theorem 1.1.2(v). The splitness in loc. cit. for
n ≤ max{6, f + 2} comes from the following description of the I-representation π[mn] for such n
(see Lemma 2.4.2):

π[mn] ∼=
⊕

χ∈JH(πI1 )
τ (n)
χ , (6)

where the I-representations τ (n)
χ (denoted τ

(n)
λ in the text) are defined in Lemma 2.4.1. From

(6) one deduces π1[mn] ∼=
⊕
χ∈JH(πI11 ) τ

(n)
χ – whence the splitting – using the isomorphism N1

∼−→
grm(π∨1 ) in Theorem 1.2.3 together with (3) (see the end of the proof of Corollary 3.2.5).

Then the first exact sequence in Theorem 1.1.2(iv) easily follows from the exact sequence in
Theorem 1.1.2(v) applied with n = 1 (see Lemma 3.2.6). Note that this first exact sequence
implies Theorem 1.1.2(iii) by the exactness of D∨ξ ([BHH+a, Thm. 3.1.3.7]) and the case of sub-
representations ([BHH+a, Thm. 3.3.5.3(ii)]). The second exact sequence in Theorem 1.1.2(iv)
and its splitness both follow from the first using, as we have seen with π̃2 above, that if we know
socGL2(OK)(π1) for a subrepresentation π1 ⊆ π when ρ is split we also know πK1

1 , and moreover
that πK1

1 is a direct summand of πK1 .
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12425103, National Center for Mathematics and Interdisciplinary Sciences and Hua Loo-Keng
Key Laboratory of Mathematics, Chinese Academy of Sciences. F. H. is partially supported by
an NSERC grant. S. M. and B. S. are partially supported by the Institut Universitaire de France.

1.3 Notation and preliminaries

We normalize local class field theory so that uniformizers correspond to geometric Frobenius
elements. We fix an embedding κ0 : Fq ↪→ F and let κj

def= κ0 ◦ ϕj , where ϕ is the arithmetic
Frobenius on Fq. Given J ⊆ {0, . . . , f − 1} we define Jc def= {0, 1, . . . , f − 1} \ J . We let I def=(
O×K OK
pOK O×K

)
⊆ GL2(OK) denote the (upper) Iwahori subgroup of GL2(K), I1 the pro-p radical

of I, Z1 the center of I1, and K1
def= 1 + pM2(OK) ⊆ I1. We let Γ def= GL2(Fq) ∼= GL2(OK)/K1.

Let ρ : Gal(K/K)→ GL2(F) be a continuous representation. We will say that ρ is n-generic
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for some integer n ≥ 0 if, up to twist, ρ|ssIK 6
∼= ω ⊕ 1 and either (using the notation of § 1.1)

ρ|IK ∼=

ω∑f−1
j=0 (rj+1)pj

f ∗
1

 with n ≤ rj ≤ p− 3− n for all 0 ≤ j ≤ f − 1 (7)

or

ρ|IK ∼=

ω∑f−1
j=0 (rj+1)pj

2f

ω
pf (same)
2f

 with
{
n ≤ rj ≤ p− 3− n for 0 < j ≤ f − 1,
n+ 1 ≤ r0 ≤ p− 2− n for j = 0.

(8)

In particular, if ρ is n-generic then it is n-generic in the sense of [BHH+23, Def. 2.3.4] (see also
the beginning of [BHH+23, §4.1]), and ρ is 0-generic precisely when ρ is generic in the sense of
[BP12, Def. 11.7] (note that the condition ρ|ssIK 6

∼= ω ⊕ 1, up to twist, precisely rules out that
(r0, . . . , rf−1) ∈ {(0, . . . , 0), (p− 3, . . . , p− 3)} when ρ is reducible).

Attached to a 0-generic ρ we have a set W (ρ) of Serre weights, i.e. irreducible representations
of Γ over F, defined in [BDJ10, § 3], and a finite length Γ-representation D0(ρ) over F, defined in
[BP12, § 13], which is of the formD0(ρ) =

⊕
τ∈W (ρ)D0,τ (ρ), where eachD0,τ (ρ) is indecomposable

and multiplicity free with socle the Serre weight τ ([BP12, § 15]).

Suppose that ρ is 0-generic. Recall the set P parametrizing D0(ρ)I1 , see [Bre14, § 4] (and
denoted there by PD , resp. PI D , if ρ is reducible, resp. irreducible). Recall also the subset D ⊆
P parametrizing (the I1-invariants of) the set of Serre weights in W (ρ) (denoted in loc. cit. by D
or I D if ρ is reducible or irreducible respectively). We let D ss ⊆Pss denote the corresponding
sets for the semisimplification ρss of ρ, so P ⊆ Pss and D ⊆ D ss. Note that χ ∈ JH(D0(ρ)I1)
implies χ 6= χs by [BP12, Cor. 13.6].

Since we will be using this many times, we recall more precisely that if ρ is reducible, Pss

denotes the set of f -tuples (λ0(x0), . . . , λf−1(xf−1)) such that:

(i) λj(xj) ∈ {xj , xj + 1, xj + 2, p− 3− xj , p− 2− xj , p− 1− xj};

(ii) if λj(xj) ∈ {xj , xj + 1, xj + 2}, then λj+1(xj+1) ∈ {xj+1, xj+1 + 2, p− 2− xj+1};

(iii) if λj(xj) ∈ {p− 3−xj , p− 2−xj , p− 1−xj}, then λj+1(xj+1) ∈ {xj+1 + 1, p− 3−xj+1, p−
1− xj+1}

and D ss is the subset such that λj(xj) ∈ {xj , xj + 1, p− 3−xj , p− 2−xj}. Moreover, there exists
a unique subset Jρ ⊆ {0, . . . , f − 1} such that

D =
{
λ ∈ D ss : λj(xj) ∈ {xj + 1, p− 3− xj} ⇒ j ∈ Jρ

}
,

P =
{
λ ∈Pss : λj(xj) ∈ {xj + 2, p− 3− xj} ⇒ j ∈ Jρ

}
. (9)

In particular, |W (ρ)| = 2|Jρ|.

For λ ∈ P we denote by χλ the character of H corresponding to λ. (More precisely, in
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[Bre14, § 4] a Serre weight σλ is associated to λ ∈ P and χλ is the action of H = I/I1 on the
1-dimensional subspace σI1

λ .) Set

Jλ
def= {j ∈ {0, . . . , f − 1} : λj(xj) ∈ {xj + 1, xj + 2, p− 3− xj}} (10)

and let `(λ) def= |Jλ|. By [BP12, § 11] the map λ 7→ Jλ induces a bijection between D ss and
the set of subsets of {0, . . . , f − 1}. Sometimes we will abuse notation and write Jτ

def= Jλ and
`(τ) def= `(λ) if τ ∈ W (ρss) is parametrized by λ ∈ D ss. Given λ ∈ D ss with corresponding subset
J = Jλ ⊆ {0, . . . , f − 1} we write δ(λ) ∈ D ss for the f -tuple defined by δ(λ)j

def= λj+1 for all
j ∈ {0, . . . , f − 1}, and δ(J) ⊆ {0, . . . , f − 1} for the subset corresponding to δ(λ).

As in [BP12, § 1], given f integers r0, . . . , rf−1 ∈ {0, . . . , p − 1} we denote by (r0, . . . , rf−1)
the Serre weight

Symr0F2 ⊗F (Symr1F2)Fr ⊗ · · · ⊗F (Symrf−1F2)Frf−1
,

where GL2(Fq) acts on (SymrjF2)Frj via κj : Fq ↪→ F. Following [HW22, § 2], we say that
a Serre weight is m-generic for some integer m ≥ 0 if, up to twist, σ ∼= (r0, . . . , rf−1), where
m ≤ rj ≤ p − 2 − m for all j ∈ {0, . . . , f − 1}. We say that an F-valued character χ of I is
m-generic if χ = σI1 for some m-generic Serre weight σ. For any smooth character χ : I → F× we

define χs def= χ(Π(·)Π−1) with Π def=
(

0 1
p 0

)
. If σ is a Serre weight, we write χσ for the character of

I/I1 on σI1 and σ[s] for the unique Serre weight distinct from σ such that χσ[s] = χsσ. We remark
that if ρ is n-generic, then any σ ∈W (ρss) is n-generic, and χλ is (n− 1)-generic for any λ ∈Pss

(if n ≥ 1).

Let Λ def= FJI1/Z1K, a complete noetherian local ring with maximal ideal m def= mI1/Z1 , and let
gr(Λ) def= grm(Λ) be the graded ring associated to Λ with respect to the m-adic filtration on Λ. The
rings Λ and gr(Λ) are Auslander regular (see [BHH+23, Thm. 5.3.4] with [LvO96, Thm. III.2.2.5]).
Recall ([BHH+a, § 3.1]) that we have an isomorphism of (noncommutative) algebras

gr(Λ) ∼=
⊗

j∈{0,...,f−1}
F〈yj , zj , hj〉 (11)

with relations [yj , zj ] = hj , [hj , zi] = [yi, hj ] = 0 for all i, j ∈ {0, . . . , f − 1}. We use increasing
filtrations throughout, i.e. FnΛ = m−n for n ≤ 0, and the degrees of yj and zj (resp. hj) are −1
(resp. −2). Define the graded ideal J def= (hj , yjzj : 0 ≤ j ≤ f − 1) of gr(Λ). As in [BHH+a, § 3]
we define

R
def= gr(Λ)/(hj : 0 ≤ j ≤ f − 1) ∼= F[yj , zj : 0 ≤ j ≤ f − 1]

which is the largest commutative quotient of gr(Λ). We also define the following quotient of R:

R
def= gr(Λ)/J ∼= R/(yjzj : 0 ≤ j ≤ f − 1).

We recall from [BHH+a, Def. 3.3.1.1] that given λ ∈ P we have an associated homogeneous
ideal a(λ) = (t0, . . . , tf−1) of R, where the tj = tj(λ) are defined as follows:

tj
def=


zj if λj(xj) ∈ {xj , p− 3− xj} and j ∈ Jρ
yj if λj(xj) ∈ {xj + 2, p− 1− xj} and j ∈ Jρ
yjzj if λj(xj) ∈ {xj , p− 1− xj} and j /∈ Jρ
yjzj if λj(xj) ∈ {xj + 1, p− 2− xj}.

(12)
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Note that (yjzj : 0 ≤ j ≤ f − 1) ⊆ a(λ), so we often think of a(λ) as ideal of R.

Let H def=
(
F×q 0
0 F×q

)
∼= I/I1. We write αj : H → F× for the character defined by

(
a 0
0 d

)
7→

κj(ad−1). We recall that for any j ∈ {0, . . . , f − 1} the element yj (resp. zj , resp. hj) is an H-
eigenvector with associated eigencharacter αj (resp. α−1

j , resp. the trivial character). Note that
H acts on I1/Z1 by conjugation and hence on Λ (resp. gr(Λ)), preserving the filtration (resp. the
grading). This induces H-actions also on R, R, and R/a(λ) for any λ ∈P. We say that a filtered
Λ-module M has a compatible H-action if it has an H-action that preserves the filtration and
such that h(rm) = h(r)h(m) for all h ∈ H, r ∈ Λ, and m ∈M . Similarly we define the notion of
a graded gr(Λ)-module with compatible H-action.

Suppose that H ′ is a compact p-adic analytic group and that π1, π2 are smooth representations
of H ′ over F. We write ExtiH′(π1, π2) for the i-th Ext group computed in the category of smooth
representations of H ′ over F. Dually, the functors TorFJH′K

i (π∨1 , π∨2 ) and ExtiFJH′K(π∨1 , π∨2 ) are
computed in the abelian category of pseudocompact FJH ′K-modules. (See for example [Eme10,
§ 2].) If σ is a smooth representation of H ′ over F we write InjH′ σ for the injective envelope of
σ in the category of smooth H ′-representations over F. If σ has finite length, we write JH(σ) for
its set of irreducible constituents up to isomorphism.

Throughout this paper, if R is a filtered (resp. graded) ring, a morphism of filtered (resp.
graded) R-modules f : M → N will always be a filtered (resp. graded) morphism of degree zero,
i.e. satisfying f(Mi) ⊆ Ni for all i ∈ Z. For k ∈ Z, M(k) denotes the filtered (resp. graded) R-
module obtained by filtering (resp. grading) M by Fn(M(k)) def= M(n+k) (resp. M(k)n

def= Mn+k)
for all n ∈ Z.

If R is any ring and M any left R-module, we recall that ExtiR(M,R) for i ∈ Z≥0 is a right
R-module (for i = 0 the right R-action is given by (fr)(m) def= f(m)r for r ∈ R, f ∈ HomR(M,R)
and m ∈M) and we use the notation EiR(M) def= ExtiR(M,R). If R = Λ or R = gr(Λ), we can and
will use the anti-involution g 7→ g−1 on I/Z1 to consider any right R-module (with compatible
H-action or not) as a left R-module.

2 Cohen–Macaulayness of grm(π∨)

We completely describe grm(π∨) for a smooth mod p representation π of GL2(K) satisfying as-
sumptions (i), (ii) in [BHH+a, § 3.3.2] and an extra assumption (iv) (defined below). When π is
a suitable Hecke eigenspace in the mod p cohomology, we prove that π satisfies (iv) (in addition
to (i) and (ii)).

2.1 The theorem

We state the main theorem (Theorem 2.1.2).

Let ρ : Gal(K/K)→ GL2(F) be a continuous 0-generic representation as in § 1.3. Let π be an
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admissible smooth representation of GL2(K) over F satisfying assumptions (i), (ii) in [BHH+a,
§ 3.3.2], i.e.

(i) there exists an integer r ≥ 1 such that πK1 ∼= D0(ρ)⊕r as GL2(OK)K×-representations,
where K× acts by det(ρ)ω−1 (in particular π is admissible and has central
character det(ρ)ω−1);

(ii) for any λ ∈P we have [π[m3] : χλ] = [π[m] : χλ].

For later reference we also recall assumption (iii) of [BHH+a, § 3.3.5], though we will not
assume it until section 3:

(iii) there is a GL2(K)-equivariant isomorphism of Λ-modules

E2f
Λ (π∨) ∼= π∨ ⊗ (det(ρ)ω−1),

where E2f
Λ (π∨) is endowed with the GL2(K)-action defined in [Koh17, Prop. 3.2].

Additional to assumptions (i), (ii) above, we make the following assumption on π:

(iv) for any smooth character χ : I → F× and any i ≥ 0, ExtiI/Z1
(χ, π) 6= 0 only if [π[m] : χ] 6= 0,

in which case
mi

def= dimF ExtiI/Z1
(χ, π) =

(
2f
i

)
r,

where r ≥ 1 is the multiplicity in assumption (i).

Note that we do not assume that r = 1 or that ρ is semisimple.

Remark 2.1.1. By picking a minimal free resolution of π∨ with compatible H-action over the
local ring Λ (cf. Remark 2.3.1(v)), we see that TorΛ

i (F, π∨) is dual to

ExtiΛ(π∨,F) ∼= ExtiI1/Z1
(F, π) ∼=

⊕
χ

ExtiI/Z1
(χ, π),

where χ runs over all smooth F-characters of I. From assumption (iv) we deduce that

dimF TorΛ
i (F, π∨) = (dimF π

I1)
(

2f
i

)
(13)

(as π[m] = πI1). Decomposing for the action of H, we see moreover that ExtiI/Z1
(χ, π) is dual to

the χ−1-isotypic piece of TorΛ
i (F, π∨), hence

TorΛ
i (F, π∨) ∼=

⊕
λ∈P

(χ−1
λ )⊕mi .
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Our aim in this subsection is to prove the following theorem which strengthens [BHH+a, Thm.
3.3.2.1].

Theorem 2.1.2. Assume that ρ is 9-generic and that π satisfies assumptions (i), (ii) and (iv)
above. Then we have an isomorphism of graded gr(Λ)-modules with compatible H-action( ⊕

λ∈P

χ−1
λ ⊗

R

a(λ)

)⊕r
∼= grm(π∨). (14)

In particular, grm(π∨) is a Cohen–Macaulay gr(Λ)-module of grade 2f . Moreover, grm(π∨) is
essentially self-dual in the sense that

E2f
gr(Λ)(grm(π∨)) ∼= grm(π∨)⊗ (det(ρ)ω−1) (15)

as gr(Λ)-modules (without grading) with compatible H-action.

Remark 2.1.3. The fact that grm(π∨) is Cohen–Macaulay as gr(Λ)-module implies that π∨ is
Cohen–Macaulay as Λ-module [LvO96, Prop. III.2.2.4]. But this was already known by (the proof
of) [HW22, Prop. A.8] when r = 1.

Remark 2.1.4. The isomorphism (14) together with the proof of Corollary 2.3.4 show that the
isomorphism (15) cannot respect the grading, even up to shift. Namely, F⊗gr(Λ) E2f

gr(Λ)(grm(π∨))
is not supported in just one degree.

The proof of Theorem 2.1.2 will be given in § 2.5. In Proposition 2.6.2 we verify that a globally
defined π = π(ρ) satisfies assumption (iv) (see § 2.6 below for details). We note that some cases of
assumption (iv) were established in [HW22, Prop. 10.10, Cor. 10.11] when ρ is nonsplit reducible.

2.2 Preliminaries on filtered and graded modules

Following [LvO96, § I.6], a finitely generated filtered Λ-module L is called filt-free if it is free as a
Λ-module with basis (ei)1≤i≤n having the property that there exists a family (ki)1≤i≤n of integers
such that

FkL =
⊕

1≤i≤n
(Fk−kiΛ)ei, ∀ k ∈ Z.

For convenience, we call (ei)1≤i≤n a filt-basis of L. Equivalently, L is filt-free if and only if
L ∼=

⊕n
i=1 Λ(−ki) for some integers ki. (We remark that [LvO96] add the condition ei /∈ Fki−1L,

but this is automatic over a separated ring, and should not be demanded otherwise because of
[LvO96, Lemma I.6.2(1)].)

If L is a filt-free module and L′ is a submodule which is itself a free Λ-module, then L′, equipped
with the induced filtration, need not be filt-free in general, even if L′ is a direct summand of L as
Λ-modules (see Remark 2.2.2). However, we will see that this is true in some special cases (see
Lemma 2.2.3).

Remark 2.2.1. Consider the filt-free module L = Λ(0) ⊕ Λ(−2), with filt-basis (e1, e2). Let
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e′ = xe1 + e2, with x ∈ Λ and L′ def= Λe′. Then L′ is a direct summand of L as a Λ-module. One
checks that, equipped with the induced filtration L′ is isomorphic to Λ(−2), and gr(L′) is a direct
summand of gr(L).

However, if we take e′′ = e1 + xe2 with x ∈ m\m2 and L′′ def= Λe′′ equipped with the induced
filtration, then the morphism F⊗gr(Λ) gr(L′′)→ F⊗gr(Λ) gr(L) is zero. Note that L′′ is still filt-free
(isomorphic to Λ(−1)).

Remark 2.2.2. Suppose L = Λ(0) ⊕ Λ(0) ⊕ Λ(−2), with a filt-basis (e1, e2, e3). Let L′ be the
submodule generated by f1

def= e1 + Y0e3 and f2
def= e2 + Z0e3, with induced filtration, where

Y0, Z0 ∈ m \ m2 with gr(Y0) = y0, gr(Z0) = z0. Then it is easy to check that L′ is a direct
summand as Λ-module, which is not filt-free because F1L

′ = L′, F0L
′ = mL′ but F−1L

′ is strictly
bigger than m2L′ (it contains Z0f1 − Y0f2).

Recall that, if A is a noetherian domain, then the nonzero elements form an Ore set and we
can talk about its skew field of fractions ([GW04, Thm. 6.8]). Therefore, any finitely generated A-
module has a generic rank. In particular, this applies to the case A = gr(Λ) or A = Λ. Moreover,
if L is a filtered Λ-module with a good filtration, then gr(L) has a generic rank that is independent
of the choice of good filtration. (This can be proved just as in the proof of [Bjö89, Prop. 3.3], cf.
the proof of [BHH+a, Lemma 3.3.4.3].)

The next criterion reflects some features of Remark 2.2.1.

Lemma 2.2.3. Let L be a filt-free Λ-module with compatible H-action. Assume that L admits a
direct sum decomposition of filtered Λ-modules L = L′ ⊕ L′′ compatible with H-action, with the
following properties:

(i) As filtered Λ-modules we have

L′ ∼=
m⊕
i=1

Λ(−ki), L′′ ∼=
n⊕

j=m+1
Λ(−`j)

with ki ≥ `j for any pair (i, j).

(ii) As H-modules, JH(F⊗Λ L
′) ∩ JH(F⊗Λ L

′′) = ∅.

Assume that P is an H-stable direct summand of L such that the composition

F⊗Λ P ↪→ F⊗Λ L� F⊗Λ L
′ (16)

is an isomorphism, where the second morphism is induced by the projection L = L′ ⊕ L′′ � L′.
Then P , equipped with the induced filtration, is filt-free and we have an equality gr(P ) = gr(L′)
inside gr(L).

Remark 2.2.4. Keep the notation of Lemma 2.2.3. Under hypothesis (ii), the composition (16)
is automatically an isomorphism provided that F⊗Λ P ∼= F⊗Λ L

′ as H-modules.
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Proof. Let (e1, . . . , em) be a filt-basis of L′ with ei of degree ki, and similarly (em+1, . . . , en) a filt-
basis of L′′ with ej of degree lj . We may require that each ei is an eigenvector of H (1 ≤ i ≤ n), as
H preserves degrees. By Nakayama’s lemma, the surjectivity of (16) implies that the composition
φ̃ : P ↪→ L � L′ is also surjective. Since L′ is free, P splits as L′ ⊕ N ′ for some submodule N ′
of P , but the injectivity of (16) implies that F ⊗Λ N

′ = 0, hence N ′ = 0 by Nakayama’s lemma
again. We deduce that φ̃ is an isomorphism and that P is free of rank m. Hence, L = P ⊕ L′′
and we may write uniquely

ei = fi + gi, 1 ≤ i ≤ m,

where fi ∈ P and gi ∈ L′′. Since P is H-stable, it follows that fi, gi are eigenvectors of H with
the same eigencharacter as ei. Condition (ii) then forces that gi ∈ mL′′ for 1 ≤ i ≤ m.

We claim that fi ∈ FkiL but fi /∈ Fki−1L. Indeed, we have

FkiL = FkiL
′ ⊕ FkiL

′′ = FkiL
′ ⊕

( n⊕
j=m+1

(Fki−ljΛ)ej
)
⊇ FkiL

′ ⊕ L′′

as ki ≥ lj for any pair (i, j) by hypothesis (i), hence fi ∈ FkiL. On the other hand,

Fki−1L = Fki−1L
′ ⊕

( n⊕
j=m+1

(Fki−lj−1Λ)ej
)
⊇ Fki−1L

′ ⊕mL′′ (17)

thus fi /∈ Fki−1L because ei /∈ Fki−1L
′ by choice. This proves the claim.

Now, since P is equipped with the induced filtration from L, the claim implies that fi ∈ FkiP
but fi /∈ Fki−1P . On the other hand, since

⊕n
j=m+1 mej ⊆ Fki−1L by (17), we have gi ∈ Fki−1L

and the associated principal part of fi equals that of ei. Since gr(L′) is generated by the principal
parts of (ei)1≤i≤m, we obtain an inclusion gr(L′) ⊆ gr(P ). However, since P has rank m, the
generic rank of gr(P ) is also equal to m as observed above, hence by Lemma 2.2.5 below (applied
with A = gr(Λ) and M = gr(L)) we deduce an equality gr(P ) = gr(L′). In particular, gr(P ) is
gr-free (see [LvO96, § I.4.1]), and consequently P is filt-free by [LvO96, Lemma I.6.4(3)].

Lemma 2.2.5. Let A be a noetherian domain and M be a finite free A-module. Assume that
there exist A-submodules M ′ ⊆M ′′ of M such that

(i) M ′ is a direct summand of M ;

(ii) M ′ and M ′′ have the same generic rank.

Then M ′ = M ′′.

Proof. By (i) we have M = M ′⊕C for some A-submodule C of M . Since M ′ ⊆M ′′, it is easy to
check that

M ′′ = M ′ ⊕ (M ′′ ∩ C).

We need to prove that M ′′ ∩C = 0. If this were not the case, then M ′′ ∩C would have a nonzero
generic rank (as M is free, hence torsion-free), and the generic rank of M ′′ would be strictly
greater than that of M ′, which contradicts (ii).
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The following lemma will be useful later.

Lemma 2.2.6. Let φ : P → L be a morphism between two free Λ-modules of finite rank. Assume
that φ : F ⊗Λ P → F ⊗Λ L is injective. Then φ is also injective and identifies P with a direct
summand of L.

The same statement holds if P and L are two gr-free gr(Λ)-modules of finite rank and φ is a
graded morphism.

Proof. The first statement is a special case of [BH93, Lemma 1.3.4(b)] whose proof extends to
the noncommutative noetherian local ring Λ. The proof in the graded case is similar, noting that
gr(Λ) is a graded local ring (supported in degrees ≤ 0).

Suppose that R =
⊕

d≤0Rd is a negatively graded ring and thatM is a graded R-module (here
R is not necessarily the ring of § 1.3). Working in the category of graded R-modules (with graded
morphisms of degree 0), for any n ∈ Z we can form the quotient object M≥n

def= M/
⊕

d<nMd,
and moreover the functor M 7→ M≥n is exact. This construction applies in particular to graded
abelian groups (i.e. R = Z supported in degree 0). If N is any graded right R-module, then
N ⊗RM is naturally a graded abelian group, where (N ⊗RM)d is generated by all n ⊗m with
n ∈ Ni, m ∈ Mj , i + j = d [LvO96, § I.4.1]. As the functor that forgets the grading is exact,
we see (for example by [Wei94, Ex. 2.4.2]) that the usual Tor functors TorRi (N,M) are naturally
graded abelian groups.

Lemma 2.2.7. Suppose that n, i ≥ 0 and that N is supported in degree 0.

(i) We have a canonical isomorphism (N ⊗RM)≥n ∼= N ⊗R (M≥n) of graded abelian groups.

(ii) If M → M ′ is a morphism in the category of graded R-modules inducing an isomorphism
M≥n

∼−→ M ′≥n, then the natural map TorRi (N,M)≥n → TorRi (N,M ′)≥n of graded abelian
groups is an isomorphism.

Proof. (i) By assumption, N ⊗R (
⊕

d<nMd) is supported in degrees < n and N ⊗R (M≥n) is
supported in degrees ≥ n. By exactness of the functor M 7→ M≥n, the natural map N ⊗RM �
N ⊗R (M≥n) induces an isomorphism (N ⊗RM)≥n

∼−→ N ⊗R (M≥n), as desired.

(ii) We first show that if M≥n = 0, then TorRi (N,M)≥n = 0 for all i. As N is supported in
degree 0 and R is negatively graded, we can pick a graded free resolution · · · → F1 → F0 → N → 0
that is supported in degrees ≤ 0. By exactness of the functor (·)≥n, the group TorRi (N,M)≥n is
computed as the i-th homology of the complex (F• ⊗R M)≥n, which vanishes because F• ⊗R M
is supported in degrees < n by assumption on M .

If now f : M → M ′ induces an isomorphism in degrees ≥ n, then we get exact sequences
0 → X → M → Y → 0 and 0 → Y → M ′ → Z → 0 such that the composition M → Y → M ′

equals f and X≥n = Z≥n = 0. By the previous paragraph and exactness of the functor (·)≥n
we obtain isomorphisms TorRi (N,M)≥n

∼−→ TorRi (N,Y )≥n
∼−→ TorRi (N,M ′)≥n for any i, which

completes the proof.
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2.3 Some homological arguments

We construct different kind of resolutions of Λ-modules or gr(Λ)-modules.

For convenience, we recall some definitions and useful facts in the following remark.

Remark 2.3.1. Let M (resp. N) be a finitely generated Λ-module (resp. gr(Λ)-module).

(i) A free resolution P• of M is called minimal if the transition maps in the induced complex
F⊗ΛP• are all zero. A standard argument shows that P• is minimal if and only if rkΛ(Pi) =
dimF TorΛ

i (F,M) for each i ≥ 0. Using that (Λ,m) is a noetherian local ring, the same
argument as in [BH93, § 1.3] shows that minimal free resolutions P• of M exist and that
each term Pi is finitely generated. Similarly, we define a minimal gr-free resolution G• of N
and show that G• is minimal if and only if rkgr(Λ)Gi = dimF Torgr(Λ)

i (F, N) for each i ≥ 0.
As gr(Λ) is a noetherian graded local ring, minimal gr-free resolutions G• of N exist and
each term Gi is finitely generated.

(ii) Suppose that M carries a good filtration and let gr(M) be the associated graded gr(Λ)-
module. Let G• be a finite gr-free resolution of gr(M). By [LvO96, Cor. I.7.2.9], it can be
“lifted” to a (strict) finite filt-free resolution P• of M , i.e. gr(P•) ∼= G•. By (i), we see that
P• is minimal if and only if the following two conditions are satisfied: G• is minimal and
dimF TorΛ

i (F,M) = dimF Torgr(Λ)
i (F, gr(M)).

(iii) Suppose that M carries a good filtration. Let P• be a minimal free resolution of M (as
Λ-module). Using [LvO96, Prop. I.6.6] we can always endow each Pi with a good filtration
such that P• becomes a filtered complex (with each transition map having degree 0), but
in general P• is not strict. (In fact, the filtration can be chosen such that P• is strict or
filt-free, but in general not both by (ii).)

(iv) IfM carries a good filtration, then TorΛ
i (F,M) (and more generally TorΛ

i (Λ/mn,M) for any
n ≥ 0) carries a canonical and functorial good filtration as a Λ-module. If P• → M → 0 is
any strict filt-free resolution of M , then the canonical filtration on TorΛ

i (F,M) is the one
induced by the complex F⊗Λ P•, with each term carrying the tensor product filtration. See
section A for more details.

(v) Suppose that M (or N) carries a compatible H-action. Then we can require the above
minimal free resolutions to carry a compatible H-action. We only prove (i) for M . By
assumption we may viewM as an FJI/Z1K-module. Since FJI/Z1K is a noetherian semi-local
ring with Jacobson radical J (say), we can show as in [BH93, § 1.3] that minimal projective
resolutions of M exist (by taking projective covers at each step), where a resolution P• by
FJI/Z1K-modules is called “minimal” if the transition maps are all zero modulo J. Note that
FJI/Z1K is finite free over Λ and that J = mFJI/Z1K. Hence, restricting to Λ we obtain a
minimal free resolution of M by Λ-modules with compatible H-action.

Denote by N the left-hand side of (14), i.e. N def=
(⊕

λ∈P χ−1
λ ⊗ R/a(λ)

)⊕r. We first prove
that N enjoys a property analogous to assumption (iv) in § 2.1. Note that [π[m] : χ] 6= 0 if and
only if χ = χλ for some λ ∈P.
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Recall from (11) that

gr(Λ) ∼=
f−1⊗
j=0

gr(Λ)j , (18)

where gr(Λ)j is the subalgebra generated by hj , yj , zj (it is denoted by F〈yj , zj , hj〉 in (11) and by
U(gj) in [BHH+23, § 5.3] or [HW22, § 9.2]). Below, we denote by b(λ) the preimage of the ideal
a(λ) of (12) in gr(Λ), namely

b(λ) = (tj , hj : 0 ≤ j ≤ f − 1).

For n ≥ 1 let I(n) denote the H-stable graded ideal (ynj , znj , hj : 0 ≤ j ≤ f − 1) of gr(Λ). By
abuse of notation, we also write I(n) for its image (ynj , znj : 0 ≤ j ≤ f − 1) in R. We let I def= I(3).

Lemma 2.3.2. There exists a minimal gr-free resolution G• with compatible H-action of N/IN ,
which admits an H-stable subcomplex G′• that is a minimal gr-free resolution of N . The induced
map H0(G′•) → H0(G•) is the natural map N → N/IN . Moreover, we have a decomposition
G• = G′• ⊕G′′• of graded gr(Λ)-modules with compatible H-action (which may not be respected by
the transition maps).

By minimality we deduce that Torgr(Λ)
i (F, N) ∼= F⊗gr(Λ)G

′
i and likewise for N/IN . We deduce:

Corollary 2.3.3. The natural morphism N → N/IN induces injective graded morphisms with
compatible H-action

Torgr(Λ)
i (F, N) ↪→ Torgr(Λ)

i (F, N/IN)

for i ≥ 0.

Proof of Lemma 2.3.2. This is essentially done in [HW22, § 9.1, 9.2]. We recall the argument
in our notation. By decomposing N and twisting, it suffices to prove this when N is replaced
by gr(Λ)/b and N/IN is replaced by gr(Λ)/(b + I), where b is a homogeneous ideal of gr(Λ)
of the form (tj , hj : 0 ≤ j ≤ f − 1) with tj ∈ {yj , zj , yjzj}. Define ideals bj

def= (tj , hj) and
Ij

def= (y3
j , z

3
j , hj) of gr(Λ)j . We have graded isomorphisms with compatible H-action:

gr(Λ)
b
∼=

f−1⊗
j=0

gr(Λ)j
bj

,
gr(Λ)
b + I

∼=
f−1⊗
j=0

gr(Λ)j
bj + Ij

.

By Lemmas 9.8–9.10 of [HW22] we have a minimal gr-free resolution of gr(Λ)j/(bj + Ij) with
compatible H-action:

0→ G
(j)
3 → G

(j)
2 → G

(j)
1 → G

(j)
0 →

gr(Λ)j
bj + Ij

→ 0,
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depending on tj . Without recalling the transition maps, if tj = yj , then

G
(j)
3 = gr(Λ)j(6)α−2

j
,

G
(j)
2 = gr(Λ)j(3)αj ⊕ gr(Λ)j(4)α−2

j
⊕ gr(Λ)j(5)α−3

j
,

G
(j)
1 = gr(Λ)j(1)αj ⊕ gr(Λ)j(2)1 ⊕ gr(Λ)j(3)α−3

j
,

G
(j)
0 = gr(Λ)j(0)1 ,

where the final subscript indicates the H-action and where the boxed terms indicate a subcomplex
G
′(j)
i that is a minimal gr-free resolution of gr(Λ)j/bj . If tj = zj , then the terms have the same

form, but the characters of H are replaced by their inverses. If tj = yjzj , then

G
(j)
3 = gr(Λ)j(6)α2

j
⊕ gr(Λ)j(6)α−2

j
,

G
(j)
2 = gr(Λ)j(5)α3

j
⊕ gr(Λ)j(4)α2

j
⊕ gr(Λ)j(4)1 ⊕ gr(Λ)j(4)α−2

j
⊕ gr(Λ)j(5)α−3

j
,

G
(j)
1 = gr(Λ)j(3)α3

j
⊕ gr(Λ)j(2)1 ⊕ gr(Λ)j(2)1 ⊕ gr(Λ)j(3)α−3

j
,

G
(j)
0 = gr(Λ)j(0)1 .

By the Künneth formula (see e.g. [Wei94, Thm. 3.6.3]) we can take G• (resp. G′•) to be the tensor
product of the complexes G(j)

• (resp. G′(j)• ) for 0 ≤ j ≤ f − 1. These complexes are still minimal
resolutions, since the transition maps are defined by elements lying in the unique maximal graded
ideal of gr(Λ).

Corollary 2.3.4. The graded right gr(Λ)-module E2f
gr(Λ)(N) is supported in degrees ≤ 4f , and

F⊗gr(Λ) E2f
gr(Λ)(N) is supported in degrees d with 3f ≤ d ≤ 4f .

Proof. We may again replace N by gr(Λ)/b, where b = (tj , hj : 0 ≤ j ≤ f − 1) as in the
proof of Lemma 2.3.2. By the same proof, we know that gr(Λ)/b has a gr-free resolution of
length 2f with degree-2f term

⊗f−1
j=0 G

′(j)
2
∼= gr(Λ)(3(f − d) + 4d), where d = |{j : tj = yjzj}|.

Hence E2f
gr(Λ)(gr(Λ)/b) is a quotient of gr(Λ)(−3(f − d) − 4d), which is supported in degrees

≤ 3(f − d) + 4d ≤ 4f . Likewise, F ⊗gr(Λ) E2f
gr(Λ)(gr(Λ)/b) is a quotient of F(−3(f − d) − 4d) as

graded vector spaces, which is supported in degree 3(f − d) + 4d ∈ [3f, 4f ].

Lemma 2.3.5. For each i ≥ 0 we have an isomorphism of H-modules

Torgr(Λ)
i (F, N) ∼=

⊕
λ∈P

(χ−1
λ )⊕mi ,

(see assumption (iv) in § 2.1 for mi) so in particular, dimF Torgr(Λ)
i (F, N) = dimF TorΛ

i (F, π∨).
Moreover, as graded F-vector space Torgr(Λ)

i (F, N) is supported in degrees [−2i,−i].

Proof. Clearly, we may assume r = 1 so that mi =
(2f
i

)
for 0 ≤ i ≤ 2f .
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Going back to the minimal gr-free resolution G′• of N in the proof of Lemma 2.3.2, we obtain

Torgr(Λ)j
i (F, gr(Λ)j/bj) ∼= F⊗gr(Λ) G

′(j)
i
∼=


F(0)1 if i = 0,
F(dj)χtj ⊕ F(2)1 if i = 1,
F(dj + 2)χtj if i = 2,

(19)

where bj
def= (tj , hj), χtj denotes the character of H acting on tj , and dj = 2 (resp. dj = 1)

if tj = yjzj (resp. tj ∈ {yj , zj}). In particular, we see that there is an isomorphism of graded
H-modules

Torgr(Λ)j
i (F, gr(Λ)j/bj) ∼=

∧i
Torgr(Λ)j

1 (F, gr(Λ)j/bj).
Using Künneth’s formula

Torgr(Λ)
i (F, gr(Λ)/b) ∼=

⊕
i0+···+if−1=i

f−1⊗
j=0

Torgr(Λ)j
ij

(F, gr(Λ)j/bj)

and a similar formula for
∧i(−), we deduce an isomorphism of graded H-modules

Torgr(Λ)
i (F, gr(Λ)/b) ∼=

∧i
Torgr(Λ)

1 (F, gr(Λ)/b) ∼=
∧i ( f−1⊕

j=0
(F(dj)χtj ⊕ F(2)1)

)
(20)

for i ≥ 0.

For fixed λ ∈P we now prove that

dimF HomH(χ−1
λ ,Torgr(Λ)

i (F, N)) ≥
(

2f
i

)
. (21)

This will finish the proof of the lemma, as from (20) we know that

dimF Torgr(Λ)
i (F, N) =

(
2f
i

)
|P| (22)

(so the inequality in (21) is an equality).

Let d1
def= f + |{j : tj = yjzj}| and d2

def= |{j : tj ∈ {yj , zj}}|, so d1 + d2 = 2f . We claim that
for each subset S ⊆ {0, . . . , f − 1} such that tj ∈ {yj , zj} for all j ∈ S (thus i2

def= |S| ≤ d2),

dimF HomH

(
χ−1
λ ,Torgr(Λ)

i (F, χ−1
λ′ ⊗ gr(Λ)/b(λ′))

)
=
(
d1
i1

)
, (23)

where i1
def= i− i2 and λ′ ∈P is the unique element such that

χ−1
λ = χ−1

λ′

∏
j∈S

χ−1
tj . (24)

(The existence of λ′ ∈P is ensured by Lemma 2.3.6(i) below.) Summing up (23) over all S and
using the binomial identity (

2f
i

)
=

∑
i1+i2=i

(
d1
i1

)(
d2
i2

)
,

22



we deduce (21) from the claim.

To prove the claim, we write a(λ′) = (t′j : 0 ≤ j ≤ f − 1). By Lemma 2.3.6(i) below, we have
t′j = yjzj/tj for j ∈ S, and tj = t′j otherwise. Namely, χt′j = χ−1

tj for j ∈ S. Noting that H acts
trivially on yjzj , we easily obtain (23) from (20) and (24).

The equality of dimensions in the statement follows from (22) and (13). The final statement
of the lemma follows from a direct analysis of F⊗gr(Λ) G

′
i (or by reducing to i = 1 by (20)).

Lemma 2.3.6. Suppose that λ ∈P and let a(λ) = (tj : 0 ≤ j ≤ f − 1) as in (12).

(i) If S ⊆ {0, . . . , f − 1} is a subset such that tj ∈ {yj , zj} for all j ∈ S, then there exists a
unique element λ′ ∈P such that χλ = χλ′

∏
j∈S χtj . Moreover, if we write a(λ′) = (t′j : 0 ≤

j ≤ f − 1), then t′j = yjzj/tj for j ∈ S and t′j = tj for j /∈ S.

(ii) Suppose that ρ is (m + 1)-generic. Then χλ(
∏f−1
j=0 α

ij
j ) = χµ for some µ ∈ P and some

integers ij with |ij | ≤ m for all j if and only if |ij | ≤ 1 for all j and ij = −1 (resp. ij = 1)
implies tj = yj (resp. tj = zj).

Proof. (i) For the uniqueness of λ′ we need to show that if χλ′ = χλ′′ with λ′, λ′′ ∈ P, then
λ′ = λ′′. This follows from [HW22, Lemma 2.1] (noting that χµ 6= χsµ for any µ ∈P).

For the existence of λ′ and the last statement, we may assume S 6= ∅, otherwise we just take
λ′ = λ. By induction we may assume |S| = 1, in which case the result follows from [BHH+a,
Rk. 3.3.1.2].

(ii) First note that the “if” part holds by (i), and it remains to prove “only if”. As ρ is
(m+1)-generic we can write ρ|IK as in (7) or (8) with n = m+1. We deduce that λj(rj), µj(rj) ∈
[m+ 1, p− 2−m] from the definition of the set P [Bre14, § 4]. By [Bre14, § 4] we know that for
a, d ∈ F×q we have

χλ
(( a

d

))
= a

∑f−1
j=0 λj(rj)p

j

(ad)eλ

for some integer eλ
def= e(λ)(r0, . . . , rf−1) (where the polynomial e(λ) is defined in loc. cit.). We

remark that e(λ) and χλ can be defined for any f -tuple λ satisfying
∑f−1
j=0 λj(0) ≡ 0 (mod 2)

(this condition is missing in [HW22], § 2).

Thus the equality χλ(
∏f−1
j=0 α

ij
j ) = χµ is equivalent to the two congruences

f−1∑
j=0

λj(rj)pj + eλ +
f−1∑
j=0

ijp
j ≡

f−1∑
j=0

µj(rj)pj + eµ (mod pf − 1),

eλ −
f−1∑
j=0

ijp
j ≡ eµ (mod pf − 1). (25)

By subtracting, we obtain
f−1∑
j=0

(λj(rj) + ij)pj ≡
f−1∑
j=0

(µj(rj)− ij)pj (mod pf − 1).
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Under the genericity condition, the integers λj(rj) + ij , µj(rj)− ij (for 0 ≤ j ≤ f − 1) lie in the
interval [1, p− 2]. Therefore,

λj(rj) + ij = µj(rj)− ij for all 0 ≤ j ≤ f − 1. (26)

In particular,
λj(rj) ≡ µj(rj) (mod 2) for all 0 ≤ j ≤ f − 1. (27)

On the other hand, from (25), the definition of e(λ) and (26) we easily deduce that the poly-
nomial λf−1(xf−1)− µf−1(xf−1) is constant, and hence by (27) that λf−1(xf−1)− µf−1(xf−1) ∈
{0,±2}. By the definition of P we deduce by descending induction and (27) that λj(xj)−µj(xj) ∈
{0,±2} for all j. Therefore, by (26), |ij | ≤ 1 for all j. Assume first that j > 0 or that ρ is re-
ducible. If ij = 1, then λj(xj) = xj or λj(xj) = p− 3− xj , so tj = zj . (If ρ is nonsplit reducible,
note that µj(xj) = xj + 2 in the first case, so j ∈ Jρ in either case.) Similarly, if ij = −1, then
λj(xj) = xj + 2 or λj(xj) = p − 1 − xj , so tj = yj . (Again, j ∈ Jρ if ρ is nonsplit reducible.) If
j = 0 and ρ is irreducible, the argument is similar.

Recall that just before Lemma 2.3.2 we defined I(n) = (ynj , znj , hj : 0 ≤ j ≤ f−1), an H-stable
graded ideal of gr(Λ).

Lemma 2.3.7. Suppose that n ≥ 1 and that ρ is (2n − 1)-generic. For each character χ of H
such that [N/I(n)N : χ] 6= 0, we have [N/I(n)N : χ] = r.

Proof. It is equivalent to prove that N ′/I(n)N ′ is multiplicity free, where N ′ def=
⊕
λ∈P χ−1

λ ⊗
R/a(λ). We have R/(a(λ) + I(n)) = F[yj , zj : 0 ≤ j ≤ f − 1]/(tj , ynj , znj : 0 ≤ j ≤ f − 1) and
hence the characters of H occurring in χ−1

λ ⊗R/(a(λ) + I(n)) are given by χ−1
λ (
∏f−1
j=0 α

ij
j ), where

|ij | ≤ n − 1 and ij ≤ 0 if tj = yj (resp. ij ≥ 0 if tj = zj). Suppose that N ′/I(n)N ′ fails to
be multiplicity free. Then there are λ, µ ∈ P and integers ij , `j in [−(n − 1), n − 1] such that
χ−1
λ (
∏f−1
j=0 α

ij
j ) = χ−1

µ (
∏f−1
j=0 α

`j
j ) and (λ, i) 6= (µ, `). By symmetry we may assume that `j0 > ij0

for some j0. For 0 ≤ j ≤ f − 1 let tj (resp. t′j) be associated to λ (resp. µ) as in (12). From
Lemma 2.3.6(ii) applied to χλ(

∏f−1
j=0 α

`j−ij
j ) = χµ with m = 2n − 2 we obtain that `j0 − ij0 = 1

and tj0 = zj0 . Applying the same lemma with the roles of λ and µ interchanged, we also get
t′j0 = yj0 . By above this implies that ij0 ≥ 0 ≥ `j0 , contradicting that `j0 > ij0 .

2.4 The Iwahori representation τ

We define a finite-dimensional subrepresentation τ = τ (3) of π|I and prove a crucial injectivity
result on the level of Tor groups in Proposition 2.4.9.

Lemma 2.4.1. Suppose that 1 ≤ n ≤ p. There exists a finite-dimensional smooth representation
τ (n) of I over F such that

grm((τ (n))∨) ∼= N/I(n)N

as graded gr(Λ)-modules with compatible H-action. More precisely, τ (n) ∼= (
⊕
λ∈P τ

(n)
λ )⊕r, where

τ
(n)
λ satisfies

grm((τ (n)
λ )∨) ∼= χ−1

λ ⊗R/(I
(n) + a(λ))
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as graded gr(Λ)-modules with compatible H-action. In particular, socI(τ (n)
λ ) = τ

(n)
λ [m] ∼= χλ for

all λ ∈P.

Proof. It suffices to show the existence of τ (n)
λ for each λ ∈P, which follows by a similar argument

as in [HW22, Prop. 9.15] (which considers n = 3, using slightly different notation). For convenience
of the reader, we recall the argument below.

By [Hu10, Lemma 2.15(i)], for 0 ≤ s ≤ p− 1, there exists a unique I-representation which is
trivial on K1, uniserial of length s+1 and whose socle filtration has graded pieces 1, α−1

i , . . . , α−si ;
we denote this representation by E−i (s). For example, E−0 (s) is just the restriction to I of the
Serre weight (s, 0, . . . , 0) twisted by η−1, where η is the character of H acting on (s, 0, . . . , 0)I1 .
By taking a conjugate action by

( 0 1
p 0
)
, we obtain an I-representation E+

i (s) which is uniserial of
length s+ 1 and whose socle filtration has graded pieces 1, αi, . . . , αsi . It is direct to check that

grm(E−i (s)∨) ∼= F[yi, zi]/(ys+1
i , zi), grm(E+

i (s)∨) ∼= F[yi, zi]/(yi, zs+1
i ),

where F[yi, zi] is viewed as a gr(Λ)-module via the natural quotient map. Moreover, the amalga-
mated sum E−i (s)⊕1 E

+
i (s) def= (E+

i (s)⊕ E−i (s))/1 satisfies

grm
(
(E−i (s)⊕1 E

+
i (s))∨

) ∼= F[yi, zi]/(ys+1
i , yizi, z

s+1
i ).

Recall that a(λ) = (ti : 0 ≤ i ≤ f − 1) with ti ∈ {yi, zi, yizi}. Define Wλ,i to be

Wλ,i
def=


E+
i (n− 1) if ti = yi,

E−i (n− 1) if ti = zi,
E−i (n− 1)⊕1 E

+
i (n− 1) if ti = yizi,

and τ (n)
λ

def= χλ ⊗ (
⊗f−1
i=0 Wλ,i), where all tensor products in this proof are taken over F.

We claim that grm((τ (n)
λ )∨) ∼= χ−1

λ ⊗R/(I(n) +a(λ)) as graded gr(Λ)-modules with compatible
H-action. For simplicity we write Mi

def= (Wλ,i)∨ and M def=
⊗f−1

i=0 Mi. Denote by C•M the tensor
product filtration on M , namely

C−dM :=
∑

d0+···+df−1=d

f−1⊗
i=0

mdiMi for d ≥ 0.

Then grC•(M) ∼=
⊗f−1
i=0 grm(Mi) ∼= R/(I(n) + a(λ)) by construction of Mi. By [AJL83, Lemma

1.1(i)], we have an inclusion mdM ⊆ C−dM , which induces a morphism of graded gr(Λ)-modules

φ : grm(M)→ grC•(M).

To prove the claim it suffices to prove that φ is an isomorphism, equivalently a surjection for
dimension reasons. It is clear that m0M = C0(M) = M , so φ0 (the degree 0 part of φ) is
surjective. Since grC•(M) is generated by its degree 0 part, we conclude by Nakayama’s lemma.

The last statement easily follows from this.
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By [BHH+a, Thm. 3.3.2.1] we have a surjection N � grm(π∨) of graded gr(Λ)-modules with
compatible H-action.

Lemma 2.4.2. Suppose that ρ is (2n − 1)-generic. There exists an I-equivariant embedding
τ (n) ↪→ π|I such that the composite of the induced maps

N � grm(π∨) � grm(τ (n))∨ ∼= N/I(n)N

is identified with the natural quotient map N � N/I(n)N . In particular, the surjections N �
grm(π∨) � grm((τ (n))∨) are isomorphisms in degrees ≥ −(n− 1) and τ (n)[mn] = π[mn].

Proof. (Note that the proof of the first statement is the same as that of [HW22, Prop. 10.20].)
From the last assertion of Lemma 2.4.1 we know that τ (n)[m] is isomorphic to π[m]=(

⊕
λ∈P χλ)⊕r,

and we may choose such an isomorphism i : τ (n)[m] ∼−→ π[m] that makes the diagram

N0
∼= //

∼=
��

π∨/mπ∨

i∨ ∼=
��

(N/I(n)N)0
∼= // (τ (n))∨/m(τ (n))∨

(28)

commute, where (−)0 denotes the degree 0 part of a graded module. Lemma 2.3.7 implies that

JH(τ (n)/τ (n)[m]) ∩ JH(π[m]) = ∅. (29)

By (29) and assumption (iv) on π, we have in particular ExtiI/Z1
(χ, π) = 0 for χ ∈ JH(τ (n)/τ (n)[m])

and i = 0, 1, hence ExtiI/Z1
(τ (n)/τ (n)[m], π) = 0 for i = 0, 1 by dévissage. We then deduce an

isomorphism
HomI(τ (n), π) ∼−→ HomI(τ (n)[m], π),

so the above embedding i : τ (n)[m] ∼= π[m] ↪→ π extends uniquely to an I-equivariant morphism
i′ : τ (n) → π|I which must be injective (being injective on the socle). By the commutativity in
(28) it is easy to see that i′ satisfies the required condition (as N is generated by N0).

We get the isomorphism in degrees ≥ −(n − 1) since hj kills N , and this implies τ (n)[mn] =
π[mn] for dimension reasons.

Corollary 2.4.3. Suppose that ρ is (2n− 1)-generic. Then

(i) the I-representation
⊕

λ∈P τ
(n)
λ multiplicity free, and

(ii) all Jordan–Hölder factors of π[mn] = τ (n)[mn] occur with multiplicity r.

Proof. Note that the genericity condition implies n ≤ p, so τ (n)
λ is well-defined by Lemma 2.4.1.

By Lemma 2.4.1 again we have τ (n) ∼= (
⊕

λ∈P τ
(n)
λ )⊕r and grm((τ (n))∨) ∼= N/I(n)N , so (i) follows

from Lemma 2.3.7. By the last assertion of Lemma 2.4.2 we have π[mn] = τ (n)[mn], so (ii) follows
from τ (n) ∼= (

⊕
λ∈P τ

(n)
λ )⊕r and (i).
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Corollary 2.4.4. Suppose that ρ is (2n − 1)-generic. Then π[mn] is isomorphic to the largest
subrepresentation V of InjI/Z1(πI1)[mn] containing πI1 such that [V : χ] = r if χ occurs in πI1.

Proof. Since π|I ↪→ InjI/Z1(socI(π)) = InjI/Z1(πI1), we have an injection π[mn] ↪→
InjI/Z1(πI1)[mn]. As ρ is (2n − 1)-generic, we have [π[mn] : χ] = r for all χ ∈ JH(πI1) by
Corollary 2.4.3(ii). Conversely, suppose that there is an I-representation V such that πI1 ⊆ V ⊆
InjI/Z1(πI1)[mn] and [V : χ] = r for all χ ∈ JH(πI1). In particular we have JH(V/πI1)∩JH(πI1) =
∅. As in the proof of Lemma 2.4.2, we deduce that the inclusion πI1 ↪→ π extends to a necessarily
injective morphism V ↪→ π. Since V is killed by mn by assumption, we have V ↪→ π[mn] ⊆ π.
This proves the maximality of π[mn].

Let τ def= τ (3) denote the representation defined in Lemma 2.4.1 for n = 3 (well-defined as
p > 2), so grm(τ∨) ∼= N/IN as graded gr(Λ)-modules with compatible H-action, where we recall
that I = I(3) (see above Lemma 2.3.2).

Recall from Lemma 2.3.2 the minimal gr-free resolution G• of grm(τ∨) ∼= N/IN which de-
composes as G• = G′• ⊕ G′′•, with G′• being a minimal gr-free resolution of N . More precisely,
recall that τ∨ ∼= (

⊕
λ∈P τ∨λ )⊕r and by construction G• =

⊕
λ∈P Gλ,•, where Gλ,• is a minimal

gr-free resolution of grm(τ∨λ ) with compatible H-action for each λ ∈P. By [LvO96, Cor. I.7.2.9]
we can lift Gλ,• to a (strict) filt-free resolution Lλ,• of τ∨λ . By Remark 2.3.1(v), we may and will
also require that Lλ,• carries a compatible H-action. Then L•

def=
⊕
λ∈P Lλ,• is a (strict) filt-free

resolution of τ∨ with compatible H-action.

Lemma 2.4.5. For any i ≥ 0 there exists a decomposition Li = L′i ⊕ L′′i as filt-free Λ-modules
with compatible H-action that reduces to Gi = G′i ⊕G′′i on graded pieces.

Note that we do not require that the map Li → Li−1 sends L′i to L′i−1.

Proof. We fix i. Lift G′i and G′′i to filt-free Λ-modules F ′i and F ′′i with compatible H-action.
Then Li and F ′i ⊕ F ′′i are two filt-free Λ-modules that lift Gi, so by [LvO96, Lemma I.6.2(6)]
there exists a filtered morphism f : Li → F ′i ⊕F ′′i that lifts the given isomorphism Gi = G′i⊕G′′i .
As in Remark 2.3.1(v), we may demand in addition that f is H-equivariant. By [LvO96, Thm.
I.4.2.4(5)] the map f is a strict isomorphism, so we may define L′i and L′′i as pre-images of F ′i and
F ′′i in Li.

Lemma 2.4.6. Suppose that ρ is 5-generic. With the above notation, L• is also a minimal free
resolution of τ∨. Moreover, for i ∈ {0, 1, 2}, Li = L′i ⊕ L′′i defined in Lemma 2.4.5 satisfies
conditions (i), (ii) of Lemma 2.2.3.

Proof. For the first claim it suffices to prove the minimality of Lλ,• for each λ ∈P. This is proven
in [HW22, Prop. 9.21]. We remark that the proof reduces to the case χλ is trivial (by twisting),
so does not require any genericity condition on χλ; it rather requires p ≥ 7 to verify the property
(Min) in loc. cit. which guarantees that [HW22, Lemma A.11] applies.

Since grm(Λ(k)) ∼= gr(Λ)(k) and F⊗gr(Λ) grm(M) ∼= F⊗ΛM for any filt-free Λ-module M with
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compatible H-action, it remains to check the analogues of conditions (i), (ii) for Gi = G′i ⊕G′′i .

Suppose that i = 2. It is easy to see that if gr(Λ)(k) occurs in G′2 as a direct summand,
then k ∈ {2, 3, 4}, while if it occurs in G′′2 then k ≥ 4. Hence condition (i) holds. On the other
hand, the characters of H occurring in F⊗gr(Λ) G

′
2 are of the form χ−1

λ (
∏f−1
j=0 α

ε′j
j ), where λ ∈P

and |ε′j | ≤ 1 for all j, and ε′j = 1 (resp. ε′j = −1) implies tj = yj (resp. tj = zj). Similarly, the

characters of H occurring in F ⊗gr(Λ) G
′′
2 are of the form χ−1

µ (
∏f−1
j=0 α

ε′′j
j ), where µ ∈ P, |ε′′j | ≤ 3

for all j and |ε′′j | ≥ 2 for at least one j. (In fact, also at most two ε′j are nonzero, and likewise for

the ε′′j .) Then Lemma 2.3.6(ii) (applied to χλ(
∏f−1
j=0 α

ε′′j−ε
′
j

j ) = χµ with m = 4; here we use that
ρ is 5-generic) implies that for some j we have (ε′j , ε′′j , tj) = (1, 2, zj) or (ε′j , ε′′j , tj) = (−1,−2, yj)
but this contradicts the information about tj above. Therefore condition (ii) holds.

The cases i = 0 and i = 1 are similar but easier.

Remark 2.4.7. The second statement in Lemma 2.4.6 need not be true for i� 0. Fortunately,
for the proof of Theorem 2.1.2 below we only need to treat the terms Li for i ∈ {0, 1, 2}.

The following is a consequence of the first assertion of Lemma 2.4.6.

Corollary 2.4.8. Suppose that ρ is 5-generic. For any i ≥ 0 there is a canonical isomorphism

Torgr(Λ)
i (F, grm(τ∨)) ∼= gr(TorΛ

i (F, τ∨)).

(Here, TorΛ
i (F, τ∨) carries the canonical filtration, cf. Remark 2.3.1(iv).)

Proof. Using the spectral sequence introduced in the proof of Proposition 2.4.9 below, we know
that gr(TorΛ

i (F, τ∨)) is isomorphic to a subquotient of Torgr(Λ)
i (F, grm(τ∨)). But

dimF gr(TorΛ
i (F, τ∨)) = dimF TorΛ

i (F, τ∨) = dimF Torgr(Λ)
i (F, grm(τ∨)),

where the second equality follows from the first assertion of Lemma 2.4.6 and the minimality of
G• (see Remark 2.3.1(ii)), which concludes the proof.

Next, we compare TorΛ
i (F, π∨) and TorΛ

i (F, τ∨). Recall that by Lemma 2.4.2 we have a
surjection of FJI/Z1K-modules π∨ � τ∨, provided ρ is 5-generic.

Proposition 2.4.9. Assume that ρ is 9-generic. The natural morphism

TorΛ
i (F, π∨)→ TorΛ

i (F, τ∨)

is injective for any 0 ≤ i ≤ 2.

Proof. Let ϕi : TorΛ
i (F, π∨)→ TorΛ

i (F, τ∨) denote the natural morphism. It suffices to prove the
following statement: there exist separated filtrations on the finite-dimensional F-vector spaces
TorΛ

i (F, π∨) and TorΛ
i (F, τ∨), with respect to which ϕi becomes a filtered morphism and such

that the induced graded morphism gr(ϕi) is injective. To show this, we use a spectral sequence

28



which computes gr(TorΛ
i (F,−)) using Torgr(Λ)

i (F, gr(−)), analogous to the one introduced in the
proof of [BHH+a, Prop. 3.3.4.6].

Starting from a minimal gr-free resolution of grm(π∨), by Remark 2.3.1(ii) we can lift it to a
filt-free resolution of π∨, say M•. Tensoring with F, we obtain a filtered complex F⊗ΛM• and we
pass to the associated graded complex, gr(F⊗ΛM•). As in the proof of [BHH+a, Prop. 3.3.4.6] (cf.
[LvO96, § III.2.2]), we obtain a spectral sequence {Eri , r ≥ 0, i ≥ 0}, with the following properties:

(a) E0
i = gr(F⊗ΛMi) ∼= F⊗gr(Λ) gr(Mi) (by [LvO96, Lemma I.6.14]), E1

i = Torgr(Λ)
i (F, grm(π∨));

(b) for any fixed r ≥ 1, there is a complex

· · · → Er1 → Er0 → 0

whose homology gives Er+1
i ;

(c) for r large enough (depending on i), Eri ∼= E∞i = gr(TorΛ
i (F, π∨)).

Note that the filtration on TorΛ
i (F, π∨) is induced from the one on F⊗Λ Mi, see [LvO96, § III.1,

p. 128]. It is in particular separated. Similarly, replacing π∨ by τ∨ and using the minimal filt-
free resolution L• of τ∨, we have another spectral sequence {E′ri , r ≥ 0, i ≥ 0}, converging to
TorΛ

i (F, τ∨). Moreover, using [LvO96, Prop. I.6.5(2)] a standard argument shows that there is
a filtered morphism of complexes of Λ-modules with compatible H-actions M• → L• extending
π∨ � τ∨. Hence by functoriality we obtain a morphism between the spectral sequences:

Eri +3

��

TorΛ
i (F, π∨)

ϕi
��

E′ri +3 TorΛ
i (F, τ∨)

(30)

and that ϕi is a filtered morphism with respect to the canonical filtrations on TorΛ
i (F, π∨) and

TorΛ
i (F, τ∨). Note that the bottom spectral sequence degenerates at the page r = 1, by Corollary

2.4.8. As explained above, it suffices to show that the natural map

gr(ϕi) : E∞i = gr(TorΛ
i (F, π∨))→ gr(TorΛ

i (F, τ∨)) = E′∞i

is injective for 0 ≤ i ≤ 2.

Step 1. Suppose i = 0. Then the natural surjection

E1
0 = F⊗gr(Λ) grm(π∨) � F⊗gr(Λ) grm(τ∨) = E′10

is an isomorphism by Lemma 2.4.2. We then have a commutative diagram

E1
0 // //

∼=
��

E∞0

��
E′10

∼= // E′∞0
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where the bottom map is an isomorphism by Corollary 2.4.8. It follows that the top map and the
natural map E∞0 → E′∞0 are both isomorphisms.

Step 2. Suppose i = 1. By the previous step we know that the map E1
0 � E∞0 is an

isomorphism, so the map Er1 → Er0 is zero for all r ≥ 1. Hence we get a natural surjection
Er1 � Er+1

1 for r ≥ 1 and, in particular, E1
1 � E∞1 . On the other hand, let V ′i

def= Torgr(Λ)
i (F, N)

for any i ≥ 0. Corollary 2.3.3 and the isomorphism grm(τ∨) ∼= N/IN (Lemma 2.4.2) imply that
the composition

V ′i → E1
i → E′1i

is injective for any i ≥ 0. We obtain a commutative diagram

V ′1

  

j


��

((
E1

1 // //

��

E∞1

��
E′11

∼= // E′∞1

where we use again Corollary 2.4.8 (for i = 1) for the bottom isomorphism. Therefore, the top
diagonal map V ′1 = Torgr(Λ)

1 (F, N) → gr(TorΛ
1 (F, π∨)) = E∞1 is injective. For dimension reasons

(Lemma 2.3.5), it is actually an isomorphism, hence the vertical map E∞1 → E′∞1 is injective.

Step 3. Suppose i = 2. We cannot use exactly the same argument as in Step 2, since we do
not (yet) know that the map E1

1 � E∞1 is an isomorphism, but fortunately it suffices to prove
this in graded degrees ≥ −4 as we now explain. Recall the exact functorM 7→M≥−4 for a graded
gr(Λ)-module M introduced just before Lemma 2.2.7. By Lemma 2.4.2 with n = 5 we know
that the natural surjection N � grm(π∨) is an isomorphism in degrees ≥ −4; here we use the
assumption that ρ is 9-generic. The same is then true for the induced map of graded vector spaces
V ′1 = Torgr(Λ)

1 (F, N) → Torgr(Λ)
1 (F, grm(π∨)) = E1

1 by Lemma 2.2.7(ii). The diagram in Step 2
implies that the surjection E1

1 � E∞1 is an isomorphism in degrees ≥ −4. Consider now the
truncation in degrees ≥ −4 of the spectral sequences associated to the above filtered complexes,
which have terms (Eri )≥−4 and (E′ri )≥−4. Exactly the same argument as in Step 2 (truncated in
degrees ≥ −4) gives us a map α : (V ′2)≥−4 → (E∞2 )≥−4 fitting into a diagram

(V ′2)≥−4
α // (E∞2 )≥−4

β // (E′∞2 )≥−4

V ′2

γ

OOOO

E∞2

δ

OOOO

ε // E′∞2

OOOO

where the horizontal composition β ◦ α is injective. In particular, α is injective. As γ is an
isomorphism by the last statement in Lemma 2.3.5, as dimF V

′
2 = dimFE

∞
2 (again by Lemma 2.3.5)

we deduce that α and δ are isomorphisms. Therefore β is injective, so ε is injective, as desired.
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2.5 Proof of the theorem

We prove Theorem 2.1.2, using our Tor injectivity result (Proposition 2.4.9).

Proof of Theorem 2.1.2. We first show that N is Cohen–Macaulay and is essentially self-dual of
grade 2f (in the sense that E2f

gr(Λ)(N) ∼= N ⊗ (det(ρ)ω−1)). Write again b(λ) = (tj , hj : 0 ≤ j ≤
f−1). By [Lev92, Thm. 4.3] we know that ifM is a finitely generated module over an Auslander–
Gorenstein ring R and f : M → M is injective R-linear, then jR(M/f(M)) ≥ jR(M) + 1,
where jR(−) def= min{i : ExtiR(−, R) 6= 0} denotes the grade. We apply this inductively with
the central regular sequence h0, . . . , hf−1 and then t0, . . . , tf−1 (and M = gr(Λ)) to deduce that
jgr(Λ)(N) ≥ 2f . By [BHH+a, Prop. 3.3.1.10] we deduce that jgr(Λ)(N) = 2f and the essential
self-duality holds. In Lemma 2.3.2 we constructed a free resolution of N of length 2f , hence
Eigr(Λ)(N) = 0 for i > 2f and N is Cohen–Macaulay.

Recall that we already have a surjection N � grm(π∨) by [BHH+a, Thm. 3.3.2.1]. In partic-
ular, we have Z(N) ≥ Z(grm(π∨)), where the characteristic cycle is defined in [BHH+a, § 3.3.4].
(This is just the usual cycle as gr(Λ)/J-module, since the modules are annihilated by J here.)
As N is essentially self-dual, it is pure by [LvO96, Prop. III.4.2.8(1)], so any of its nonzero sub-
modules is of grade 2f over gr(Λ) and hence of grade 0 over gr(Λ)/J by the second statement
in [BHH+a, Lemma 3.3.1.9]. In particular, any nonzero submodule of N has a nonzero cycle.
Therefore, to prove the injectivity of N � grm(π∨), it suffices to prove that Z(N) = Z(grm(π∨)).

Let P• be a minimal free resolution of (π|I)∨ with compatible H-action, see Remark 2.3.1.
Note that initially P• is not yet given a filtration.

Step 1. It suffices to prove that there exists a good filtration on each Pi, such that P• becomes
a complex of filtered Λ-modules, satisfying the following properties:

(a) the associated graded complex gr(P•) is exact in degree 1, i.e. H1(gr(P•)) = 0;

(b) there is an isomorphism of graded gr(Λ)-modules H0(gr(P•)) ∼= N .

Indeed, we may associate to the filtered complex P• a convergent spectral sequence, say {Eri , r ≥
0, i ≥ 0}, as in [LvO96, § III.1], such that E0

i = gr(Pi), E1
i = Hi(gr(P•)) and

Eri =⇒ Hi(P•)

for a suitable good filtration on Hi(P•), namely the abutment filtration. Condition (a) means
that E1

1 = 0, which implies (using the property analogous to (b) in the proof of Proposition 2.4.9)
that Er1 = 0 and Er+1

0 = Er0 for r ≥ 1, in particular that E∞0 = E1
0 . On the one hand,

E∞0
∼= gr(H0(P•)) = gr(π∨) for some good filtration on π∨ (the one induced from P0). On the

other hand, E1
0 = H0(gr(P•)) ∼= N by condition (b), so N ∼= gr(π∨) as graded gr(Λ)-modules. In

particular, we have Z(N) = Z(gr(π∨)) and we conclude by the discussion preceding Step 1, as
Z(gr(π∨)) = Z(grm(π∨)) by [BHH+a, Lemma 3.3.4.3].

Step 2. Recall that L• denotes a minimal filt-free resolution of τ∨ with compatible H-action
(cf. Lemma 2.4.6). As in Remark 2.3.1(v), we can extend the morphism π∨ � τ∨ to a morphism
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of complexes of Λ-modules with compatible H-actions

φ• : P• → L•.

Using that P• and L• are minimal, Proposition 2.4.9 implies that

F⊗Λ Pi ∼= TorΛ
i (F, π∨)→ TorΛ

i (F, τ∨) ∼= F⊗Λ Li

is injective for 0 ≤ i ≤ 2. By Lemma 2.2.6, we deduce that φi is injective and identifies Pi
with a direct summand of Li as Λ-modules for 0 ≤ i ≤ 2. For 0 ≤ i ≤ 2 we equip Pi with the
induced filtration from Li. For i > 2 we initially give Pi an arbitrary good filtration and shift
it inductively using [LvO96, Prop. I.6.6] so that all transition morphisms in P• are filtered (of
degree 0). Then P• is a complex of filtered Λ-modules. (We can further shift the filtration on Pi
so that the morphisms φi are also filtered, but we do not need this in what follows.)

On the other hand, in Lemma 2.3.2 we have decomposed gr(L•) = G• = G′• ⊕ G′′• as graded
gr(Λ)-modules with compatible H-action, where G′• is a subcomplex. From Lemma 2.4.5 we also
get a decomposition Li = L′i ⊕ L′′i as filt-free Λ-modules with compatible H-action.

Step 3. Suppose that i ∈ {0, 1, 2}. We prove that Pi is filt-free and that inside gr(Li) the
injective map φi induces an equality

gr(Pi) = gr(L′i) (= G′i).

By Step 2 we know that φi identifies Pi with a direct summand of Li. As F⊗Λ Pi ∼= TorΛ
i (F, π∨)

and F ⊗Λ L
′
i
∼= F ⊗gr(Λ) gr(L′i) ∼= Torgr(Λ)

i (F, N), we deduce by Lemma 2.3.5 and Remark 2.1.1
that F⊗Λ Pi ∼= F⊗Λ L

′
i as H-modules. By Lemma 2.4.6, the decomposition Li = L′i⊕L′′i satisfies

conditions (i) and (ii) of Lemma 2.2.3. Hence, by Lemma 2.2.3 and Remark 2.2.4 we deduce the
claim.

Finally, as G′2 → G′1 → G′0 → N → 0 is an exact sequence of graded gr(Λ)-modules (as G′• is
a resolution of N), the equality G′i = gr(Pi) for i ∈ {0, 1, 2} implies (a), (b) in Step 1.

Corollary 2.5.1. Suppose that ρ is 9-generic.

(i) For any i ≥ 0 there is a canonical isomorphism compatible with H-action

Torgr(Λ)
i (F, grm(π∨)) ∼= gr(TorΛ

i (F, π∨)).

(Here, TorΛ
i (F, π∨) carries the canonical filtration, cf. Remark 2.3.1(iv).)

(ii) The natural morphism
TorΛ

i (F, π∨)→ TorΛ
i (F, τ∨)

is injective for any i ≥ 0.

Proof. (i) The proof is exactly as the proof of Corollary 2.4.8, using Lemma 2.3.5 together with
Theorem 2.1.2 instead of Lemma 2.4.6 to check that both spaces have the same dimension.

(ii) Consider again the morphism of spectral sequences (30) of the proof of Proposition 2.4.9.
By part (i) and Corollary 2.4.8, both spectral sequences degenerate at the page r = 1. The map
Er1 → E′r1 is injective by Corollary 2.3.3 together with Theorem 2.1.2, hence the claim follows (cf.
the first paragraph of the proof of Proposition 2.4.9).
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2.6 Verifying assumption (iv)

We prove that a globally defined π satisfies assumption (iv).

We first recall our global setup and refer the reader to [BHH+23, § 8.1] for more details. We
fix a totally real number field F with ring of integers OF and let Sp denote the set of places of
F above p. We assume that F is unramified at all places in Sp. For each finite place w of F
we denote by Fw the completion of F at w, by OFw its ring of integers and by Frobw a choice
of a geometric Frobenius element of Gal(Fw/Fw). We fix a quaternion algebra D over F , with
center F such that D splits at all places in Sp and at most one infinite place. We let SD denote
the set of places of F where D ramifies. We fix a maximal order OD in D and isomorphisms
(OD)w

def= OD ⊗OF OFw
∼−→ M2(OFw) for w /∈ SD.

We fix a continuous representation r : Gal(F/F )→ GL2(F) and let Sr denote the set of places
where r ramifies. We write rw for r|Gal(Fw/Fw). We assume that:

• r|Gal(F/F ( p
√

1)) is absolutely irreducible;

• for all w ∈ Sp, rw is 0-generic (so Sp ⊆ Sr);

• for all w ∈ (SD ∪ Sr) \ Sp the universal framed deformation ring of rw is formally smooth
over W (F).

If D splits at exactly one infinite place (the “indefinite case”), we make the following choices.
Given a compact open subgroup V of (D⊗F A∞F )× (where A∞F denotes the finite adèles of F ) we
first let XV denote the smooth projective Shimura curve over F associated to V constructed with
the convention “ε = −1” (see [BD14, § 3.1] and [BDJ10, § 2]). We choose:

(i) a finite place w1 /∈ SD ∪ Sr such that (see [EGS15, §§6.2, 6.5]):

(a) Norm(w1) is not congruent to 1 mod p;
(b) the ratio of the eigenvalues of r(Frobw1) is not in {1,Norm(w1),Norm(w1)−1};
(c) for any nontrivial root of unity ζ in a quadratic extension of F , w1 - (ζ + ζ−1 − 2);

(ii) a finite set S of finite places of F such that:

(a) SD ∪ Sr ⊆ S and w1 /∈ S;
(b) for all w ∈ S\Sp the framed deformation ring Rr∨w of r∨w is formally smooth over W (F);

(iii) compact open subgroups V =
∏
w Vw ⊆ U =

∏
w Uw of (OD)×w such that:

(a) Uw = (OD)×w for w /∈ S ∪ {w1} or w ∈ Sp;
(b) Uw1 is contained in the subgroup of (OD)×w1

∼= GL2(OFw1
) of matrices that are upper-

triangular unipotent mod w1;
(c) Vw = Uw for w /∈ Sp and Vw ⊆ 1 + pM2(OFw), Vw / (OD)×w for w ∈ Sp;
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(d) we have

HomGal(F/F )

(
r,H1

ét(XV ×F F ,F)
)
6= 0. (31)

If D splits at no infinite places (the “definite case”) we make the same choices as (i)–(iii) above,
replacing (31) by the condition S(V,F)[m] 6= 0, where:

• S(V,F) def= {f : D×\(D ⊗F A∞F )×/V → F};

• m is generated by Tw−Swtr(r(Frobw)), Norm(w)−Swdet(r(Frobw)) for w /∈ S ∪{w1} such
that Vw = (OD)×w , with Tw, Sw acting on S(V,F) (via right translation on functions) by

V

(
$w 0
0 1

)
V , V

(
$w 0
0 $w

)
V respectively (where $w is any choosen uniformizer of Fw).

Fix now a place v ∈ Sp. For each w ∈ Sp \ {v} we fix a Serre weight σw ∈ W (r∨w) and write
K

def= Fv, ρ
def= r∨v . We define the admissible smooth representation of GL2(K) over F (which is

nonzero by (31) above):

π(ρ) def= lim−→
Vv

HomUv/V v

( ⊗
w∈Sp\{v}

σw,HomGal(F/F )
(
r,H1

ét(XV vVv ×F F ,F)
))

in the indefinite case,

π(ρ) def= lim−→
Vv

HomUv/V v

( ⊗
w∈Sp\{v}

σw, S(V vVv,F)[m]
)

in the definite case,

where the limit is over all compact open subgroups Vv / (OD)×v ∼= GL2(OK) which are contained
in 1 + pM2(OK). We caution the reader that, despite the notation, the representation π(ρ) a
priori depends on all of our global choices and not just on ρ.

We now check that, when ρ is 12-generic, the globally defined representation π = π(ρ) satisfies
assumption (iv) of § 2.1. For this, we fix a patched module M∞ over a suitable formally smooth
local O-algebra R∞ as in [CEG+16] (see also [BHH+23, § 8.4]) where O def= W (F), such that

M∞ ⊗R∞ F ∼= π∨. (32)

We do not recall the construction and properties of M∞ here but we refer the reader to [CEG+18,
§ 3.1] and item (ii) in the proof of [BHH+23, Thm. 8.4.1].

In fact, we will consider the fixed central character version of M∞, see [CEG+16, § 4.22]. This
amounts to taking the maximal quotient of M∞ on which the centre Z of GL2(K) acts via a fixed
character ζ : Z → O× lifting that of π∨. In particular, setting

M∞(σ) def= Homcont
OJGL2(OK)K(M∞, σ

∨)∨

for any continuous GL2(OK)-representation σ on a finitely generated O-module with central
character ζ−1, we obtain a patching functor M∞ as in [EGS15, § 6] or [BHH+23, § 8.1]. Here,
for a linear-topological O-module A, A∨ denotes the Pontryagin dual Homcont

O (A,O[1
p ]/O) with

compact-open topology. We recall that M∞(σ) is a finitely generated R∞-module. For conve-
nience, below we assume that the action of Z1 on M∞ is trivial; this can be achieved up to twist
(as Z1 acts trivially on π).
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Lemma 2.6.1. Suppose that M∞ is flat over R∞. For any finite-dimensional smooth GL2(OK)-
representation W over F and any integer i ≥ 0, there are natural isomorphisms

TorR∞i (F,M∞(W )) ∼= TorΛ′
i (W,π∨) ∼= ExtiΛ′(W,π)∨,

where R∞
def= R∞ ⊗O F and Λ′ def= FJGL2(OK)/Z1K.

Whenever necessary, e.g. in TorΛ′
i (W,π∨) in Lemma 2.6.1, we consider W as right Λ′-module

via the inversion on GL2(OK)/Z1.

Proof. Note that R∞ is a regular local F-algebra whose maximal ideal is generated by a regular
sequence, say y. By [CEG+18, § 3.1], M∞ is projective as a pseudocompact OJGL2(OK)/Z1K-
module, hence M∞

def= M∞⊗O F is projective as a pseudocompact Λ′-module. Since M∞⊗R∞ F ∼=
π∨, we obtain a Koszul complex K•(y,M∞) = M∞ ⊗R∞ K•(y) of R∞-modules whose homology
in degree 0 gives π∨. Since M∞ is flat over R∞ by assumption, K•(y,M∞) provides a resolution
of π∨ by projective pseudocompact Λ′-modules.

We claim that we have a canonical isomorphism W ⊗Λ′ M∞ ∼= M∞(W ) of R∞-modules.
Working in the category of pseudocompact Λ′-modules (resp. F-modules) we have by [Bru66,
Lemma 2.4] that

Homcont
Λ′ (M∞,Homcont

F (W,F)) ∼= Homcont
F (W ⊗̂Λ′ M∞,F), (33)

where every space of continuous homomorphisms carries the discrete topology, and clearly this
isomorphism is R∞-equivariant. As W is a finitely presented Λ′-module, we have

W ⊗̂Λ′ M∞ ∼= W ⊗Λ′ M∞ (34)

by [Bru66, Lemma 2.1]. The claim follows by dualizing (33).

By the Koszul resolution of π∨ above, we see that TorΛ′
i (W,π∨) is computed as the i-th

homology group of
W ⊗Λ′ K•(y,M∞) = K•(y,W ⊗Λ′ M∞),

which is precisely the Koszul complex of W ⊗Λ′ M∞ ∼= M∞(W ) as R∞-module, and hence also
computes TorR∞i (F,M∞(W )).

The second isomorphism is a general fact, by using [Bru66, Cor. 2.6] and noting that

ExtiΛ′(π∨,W∨)∨ ∼= ExtiΛ′(W,π)∨.

Proposition 2.6.2. If ρ is 12-generic, then assumption (iv) holds for π = π(ρ). As a consequence,
Theorem 2.1.2 holds for π.

Proof. Under the genericity condition, M∞ is flat over R∞ by [BHH+23, Thm. 8.4.3] (for ρ
semisimple), [HW22, Thm. 8.15] (for ρ nonsplit reducible and r = 1) and [Wan23, Thm. 6.3] (for
ρ nonsplit reducible and general r). If χ : I → F× is a smooth character, then by Lemma 2.6.1
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and Frobenius reciprocity we have

ExtiI/Z1
(χ, π) ∼= TorR∞i (F,Mχ)∨,

where we write
Mχ

def= M∞
(

IndGL2(OK)
I χ

) ∼= Homcont
OJIK(M∞, χ

∨)∨.

If χ /∈ JH(πI1), then Mχ = 0 by dévissage and [Bre14, Prop. 4.2], as M∞(σ) = 0 if σ is a Serre
weight that is not in W (ρ), so we are done. Otherwise, χ = χλ for some λ ∈ P. Let Iχ ⊆ R∞
be the annihilator of Mχ. By [BHH+23, Prop. 8.2.3] if ρ is semisimple, [Wan23, Prop. 6.1] if ρ is
nonsplit reducible, Mχ is free of rank r over R∞/Iχ, which is isomorphic to R(1,0),τ

∞ of loc. cit.,
where τ is the inertial type corresponding to IndGL2(OK)

I (χ). By [EGS15, Thm. 7.2.1], R∞/Iχ is a
local complete intersection ring. Since M∞ is a finite projective S∞JGL2(OK)/Z1K-module, where
S∞ is a certain O-subalgebra of R∞ in the patching construction (see the proof of [CEG+16,
Lemma 4.18]), Mχ is a finite free S∞

def= S∞ ⊗O F-module. Hence

dim(R∞)− dim(R∞/Iχ) = dim(R∞)− dim(S∞) = 2f,

where the last equality follows from [BHH+23, (81)] (note that the assumption ρ semisimple there
is unnecessary, see e.g. the proof of [Wan23, Thm. 6.3(i)]). We deduce from [BH93, Thm. 2.3.3(c)]
that Iχ is generated by a regular sequence in R∞ of length 2f , say a. Also note that R∞ is a
regular local F-algebra whose maximal ideal is generated by a regular sequence, say y.

By [BH93, Thm. 2.3.9] applied to S = R∞, a = a and y = y, Hi(K•(y,R∞/Iχ)) is isomorphic
to
∧i(F⊕2f ) for any i ≥ 0, hence has dimension

(2f
i

)
over F (recall R∞/(y) = F). Since Mχ is free

of rank r over R∞/Iχ, we have

K•(y,Mχ) ∼=
(
K•(y,R∞/Iχ)

)⊕r
.

Taking homology we obtain dimF TorR∞i (F,Mχ) =
(2f
i

)
r = mi, as desired.

3 Finite length in the split reducible case

We prove that a smooth mod p representation π of GL2(K) satisfying assumptions (i)–(iv) of
§ 2.1 with r = 1 has finite length when the underlying Galois representation ρ is split reducible.
We also establish several structural results on π as an I- and GL2(OK)-representation.

We assume that ρ : Gal(K/K) → GL2(F) is split reducible and 0-generic. Throughout this
section, π is an admissible smooth representation of GL2(K) over F satisfying assumptions (i)–(iv)
of § 2.1. As seen in § 2.6, recall that π = π(ρ) as defined in § 2.6 satisfies assumption (i), (ii) and
(iv) for any r ≥ 1. It also satisfies assumption (iii) (for any r ≥ 1) by [HW22, Thm. 8.2] with
[BHH+23, Thm. 8.4.1].

We now assume moreover that π is minimal, i.e. r = 1 in assumptions (i) and (iv).
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3.1 Preliminaries

Given a character ψ : I → F× satisfying ψ 6= ψs, the Jordan–Hölder factors of IndGL2(OK)
I ψs are

parametrized by some subsets of a suitable set P def= P(x0, . . . , xf−1) with |P| = 2f , see [BP12,
Lemma 2.2] (not to be confused with the set P of §1.3!). Again by [BP12, Lemma 2.2], if ψ is
1-generic (actually this condition can be slightly weakened), then the above parametrization is
bijective with P.

For ξ ∈ P set (following [BP12, § 19])

S(ξ) def= {j ∈ {0, . . . , f − 1} : ξj(xj) ∈ {xj − 1, p− 1− xj}}. (35)

We remark that the set

δ(S(ξ)) = {j ∈ {0, . . . , f − 1} : ξj(xj) ∈ {p− 2− xj , p− 1− xj}}, (36)

is denoted by J(ξ) in [BP12, § 2], [HW22, § 3], but for our purposes S(ξ) will be more convenient.
The function ξ 7→ S(ξ) induces a bijection between P and the set of subsets of {0, . . . , f − 1}. In
this way, any Jordan–Hölder factor of IndGL2(OK)

I ψs is parametrized by a subset of {0, . . . , f − 1}
and, if ψ is 1-generic, this parametrization is a bijection.

Remark 3.1.1. In the following we will usually talk about a Jordan–Hölder factor of IndGL2(OK)
I χ

(rather than IndGL2(OK)
I χs) parametrized by an element ξ ∈ P, by which we mean the Jordan–

Hölder factor of IndGL2(OK)
I ψs parametrized by ξ in the case where ψ = χs. With this convention,

∅ (resp. {0, 1, . . . , f − 1}) corresponds to the socle (resp. cosocle) of IndGL2(OK)
I χ. Concretely, if

χ(
(
a 0
0 d
)
) = asη(ad) for some character η : F×q → F× and integer s =

∑f−1
j=0 p

jsj with 0 ≤ sj ≤ p−1,
then ξ ∈ P corresponds to the Jordan–Hölder factor ξc(s0, . . . , sf−1)⊗dete(ξc)(s0,...,sf−1)η (provided
0 ≤ ξci (si) ≤ p− 1 for all i), where ξc def= ξ(p− 1− x0, . . . , p− 1− xf−1). (We remark that ξc ∈ P
and that S(ξc) = S(ξ)c.)

If σ ∈ JH(IndGL2(OK)
I χ) is the Serre weight corresponding to ξ ∈ P (via Remark 3.1.1), we

also write S(σ) = S(ξ).

Assume that ρ is 0-generic. Recall from § 1.3 that we have a decomposition

D0(ρ) =
⊕

τ∈W (ρ)
D0,τ (ρ) =

f⊕
i=0

D0(ρ)i,

where D0(ρ)i
def=
⊕
`(τ)=iD0,τ (ρ). Recall also the set P from § 1.3. We have an involution λ 7→ λ∗

of P defined in [BHH+a, § 3.3.1]. By [BHH+a, Lemma 3.3.1.7] we deduce:

Corollary 3.1.2. The map χλ 7→ χλ∗ induces a bijection between JHH(D0(ρ)I1
i ) and

JHH(D0(ρ)I1
f−i).

Lemma 3.1.3. Suppose that λ ∈P. Then χλ occurs in D0,τ (ρ)I1, where τ ∈W (ρ) is determined
by Jτ = Jλ. Moreover, as a Jordan–Hölder factor of IndGL2(OK)

I χλ, τ is parametrized (via Remark
3.1.1 and (35)) by the following subset of {0, . . . , f − 1}:

Xss(λ) def= {j : λj(xj) ∈ {xj , xj + 1, p− 2− xj , p− 3− xj}}. (37)
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We will prove a more general version of Lemma 3.1.3 below, see Lemma 4.1.1.

3.2 Finite length

We prove that π is of finite length (as GL2(K)-representation) and some structural results on π
as an I-representation.

Recall from § A that if M is a finitely generated (left) Λ-module equipped with a good
filtration, then the right Λ-module EiΛ(M) carries a canonical and functorial good filtration. If
furthermore M has grade j we obtain a canonical injection 0 → gr(EjΛ(M)) → Ejgr(Λ)(gr(M)) of
graded gr(Λ)-modules, which is an isomorphism if gr(M) is Cohen–Macaulay, see [BHH+a, Prop.
3.3.4.6] (see also [BE90, Prop. 5.6]).

Applying the above paragraph to M = π∨ with its m-adic filtration (where we recall that π is
assumed to satisfy assumptions (i)–(iv)), we deduce using the second assertion of Theorem 2.1.2
a canonical isomorphism

gr(E2f
Λ (π∨)) ∼−→ E2f

gr(Λ)(grm(π∨)). (38)

Since all these constructions are canonical, one can check that both terms are endowed with an
action of H and that the above isomorphism is H-equivariant.

Remark 3.2.1. Recall that assumption (iii) says that there is a GL2(K)-equivariant isomorphism
of Λ-modules E2f

Λ (π∨) ∼= π∨⊗(det(ρ)ω−1). By Remark 2.1.4 and the isomorphism (38), we see that
the canonical filtration on E2f

Λ (π∨) does not correspond to the m-adic filtration on π∨⊗(det(ρ)ω−1)
under the isomorphism.

We denote again by N the graded module defined in § 2.3 (with r = 1), namely

N =
⊕
λ∈P

χ−1
λ ⊗

R

a(λ) .

By Theorem 2.1.2 and our assumptions on π, we have grm(π∨) ∼= N provided ρ is 9-generic.

Recall that in [BHH+a, § 2.1.1] and [BHH+a, Thm. 3.1.3.7] we generalized the Colmez functor
from GL2(Qp) to GL2(K) by associating to any smooth admissible representation π′ of GL2(K)
over F which lies in the abelian category C of [BHH+a, § 3.1.2] a (finite-dimensional étale cyclo-
tomic) (ϕ,Γ)-module D∨ξ (π′) over F((X)) ∼= FJZpK[1/([1] − 1)]. The functor D∨ξ is contravariant
and exact by [BHH+a, Thm. 3.1.3.7]. For instance, if the action of gr(Λ) on grm(π′∨) factors
through its quotient R of § 1.3, then π′ lies in C. In particular the representation π and its
subquotients all lie in C (assumption (ii) implies that grm(π∨) is killed by the ideal J ⊆ gr(Λ) by
the proof of [BHH+23, Cor. 5.3.5]). This allows us to use the functor D∨ξ in the following proof.

Proposition 3.2.2. Assume that ρ is max{9, 2f+1}-generic. Let 0 ( π1 ( π be a subrepresenta-
tion of π and let π2

def= π/π1. Then both grm(π∨1 ) and grF (π∨2 ) are Cohen–Macaulay gr(Λ)-modules
of grade 2f , where F denotes the filtration induced from π∨. In particular, π∨1 and π∨2 are Cohen–
Macaulay Λ-modules of grade 2f .
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We note that ρ is in particular (2f − 1)-generic, so we may apply [BHH+a, § 3.3.5] in the
proof.

Proof. Let

τ
def= socGL2(OK)(π) =

⊕
σ∈W (ρ)

σ,

τ1
def= socGL2(OK)(π1), τ2

def= τ/τ1.

Then τ2 ↪→ socGL2(OK)(π2) (note that a priori this might be a strict inclusion).

Recall that πK1 =
⊕

σ∈W (ρ)D0(ρ) by assumption (i) in § 2.1 (with r = 1). By the proof
of [BP12, Thm. 19.10] we have D0,σ(ρ) ⊆ πK1

1 for any Serre weight σ ⊆ τ1. It follows that
πK1

1 =
⊕
σ⊆τ1 D0,σ(ρ). As

( 0 1
p 0
)
preserves πI1

1 , (πI1
1 ↪→ πK1

1 ) is a direct summand of (D1(ρ) ↪→
D0(ρ)) as a diagram, so we deduce from [BP12, Thm. 15.4] that πK1

1 =
⊕

i∈ΣD0(ρ)i for some
Σ ⊆ {0, 1, . . . , f}. In particular, the direct sum decomposition τ = τ1⊕τ2 induces a decomposition
of πK1 = D0(ρ) of the form:

D0(ρ) = D0(ρ)(1) ⊕D0(ρ)(2)

with socGL2(OK)(D0(ρ)(i)) = τi. This in turn induces a decomposition P = P1 tP2, hence a
decomposition grm(π∨) ∼= N = N1 ⊕N2, with Ni

def=
⊕
λ∈Pi

χ−1
λ ⊗ R/a(λ). By construction, the

degree 0 part of N1 is dual to πI1
1 and the degree 0 part of N2 is dual to

⊕
i/∈ΣD0(ρ)I1

i (as follows
from the proof of [BHH+a, Thm. 3.3.2.1]).

Step 1. Consider the induced short exact sequence

0→ grF (π∨2 )→ grm(π∨)→ grm(π∨1 )→ 0,

where F is the filtration on π∨2 induced from the m-adic filtration on π∨. The composite morphism
N2 ↪→ N � grm(π∨1 ) is identically zero, as N2 is generated by its degree 0 part, which is sent to
zero in grm(π∨1 ). So we get an induced commutative diagram

0 // grF (π∨2 ) // grm(π∨) // grm(π∨1 ) // 0

0 // N2 //?�

OO

N //

∼=

OO

N1 //

OOOO

0

(39)

with injective (resp. surjective) vertical map on the left (resp. right). Thus

Z(N1) ≥ Z(grm(π∨1 )), Z(N2) ≤ Z(grF (π∨2 )), (40)

where we use here the characteristic cycle of R-modules defined in (2) (see [BHH+a, § 3.3.4]).

Step 2. We show that grm(π∨1 ) and grF (π∨2 ) are Cohen–Macaulay.

Recall that by assumption π satisfies assumption (iii) in § 2.1, namely E2f
Λ (π∨) ∼= π∨ ⊗ η as

GL2(K)-representations, where η def= det(ρ)ω−1. As in the proof of [BHH+a, Prop. 3.3.5.3(iii)] we
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may construct a subrepresentation π̃2 ⊆ π such that Z(gr(π∨2 )) = Z(gr(π̃∨2 )) (with respect to any
good filtrations by [BHH+a, Lemma 3.3.4.3]) and consequently by [BHH+a, Prop. 3.3.5.3(i)]:

dimF((X))D
∨
ξ (π2) = dimF((X))D

∨
ξ (π̃2). (41)

Concretely, the GL2(K)-representation π̃2 is defined by dualizing (and untwisting) the exact
sequence

0→ E2f
Λ (π∨1 )→ E2f

Λ (π∨)→ π̃∨2 ⊗ η → 0. (42)
The first two terms carry their canonical filtrations (§ A) and the morphism between them is
strict by Lemma A.5. We give π̃∨2 ⊗ η the induced filtration, so that the induced sequence of their
graded modules is again exact. We consider the following commutative diagram with exact rows
of graded gr(Λ)-modules with compatible H-action, where the upper vertical maps are explained
above and the lower vertical maps arise from Step 1:

0 // gr(E2f
Λ (π∨1 )) //
_�

��

gr(E2f
Λ (π∨)) //

∼=
��

gr(π̃∨2 ⊗ η) //

����

0

0 // E2f
gr(Λ)(grm(π∨1 )) //

_�

��

E2f
gr(Λ)(grm(π∨))

0 // E2f
gr(Λ)(N1) // E2f

gr(Λ)(N) // E2f
gr(Λ)(N2) // 0.

The surjection on the right gives us surjections of H-modules gr(π̃∨2 ⊗ η) � E2f
gr(Λ)(N2) �

F ⊗gr(Λ) E2f
gr(Λ)(N2), where the final graded F-vector space is supported in degrees [3f, 4f ] by

Corollary 2.3.4 (noting that N2 is a direct factor of N). In particular, by the semisimplicity of
F[H], we deduce that F ⊗gr(Λ) E2f

gr(Λ)(N2) is a subquotient of F4f (π̃∨2 ⊗ η)/F3f−1(π̃∨2 ⊗ η) as H-
modules. The same corollary applied to N implies that gr(E2f

Λ (π∨)) is supported in degrees ≤ 4f ,
so F4f (E2f

Λ (π∨)) = E2f
Λ (π∨). Hence F4f (π̃∨2 ⊗η) = π̃∨2 ⊗η by (42), so mf+1π̃∨2 ⊗η ⊆ F3f−1(π̃∨2 ⊗η).

It follows from all this that F⊗gr(Λ)E
2f
gr(Λ)(N2) is a subquotient of (π̃∨2 /mf+1π̃∨2 )⊗η, or equivalently

of
⊕f
i=0 grm(π̃∨2 )i ⊗ η, as H-modules.

We have E2f
gr(Λ)(N2)⊗η−1 ∼= N ′2 as gr(Λ)-modules (without grading), whereN ′2

def=
⊕

λ∈P∗2
χ−1
λ ⊗

R/a(λ), by [BHH+a, Prop. 3.3.1.10]. Corollary 3.1.2 implies that (N ′2)0 is dual to
⊕
i/∈ΣD0(ρ)I1

f−i.
On the other hand, as at the beginning of the proof, we have π̃K1

2 =
⊕
i∈Σ′ D0(ρ)i for some

Σ′ ⊆ {0, 1, . . . , f}. Let Ñ2 be the direct summand of N such that its degree 0 part is dual to
π̃I1

2 =
⊕
i∈Σ′ D0(ρ)I1

i . Then as before we have a surjection Ñ2 � grm(π̃∨2 ). From the previous
paragraph, (N ′2)0 ∼= F⊗gr(Λ) N

′
2 is a subquotient of

⊕f
i=0(Ñ2)−i as H-modules. But

⊕f
i=0N−i is

multiplicity free as H-module by Lemma 2.3.7 (with n = f +1 and r = 1, using that ρ is (2f +1)-
generic) and (N ′2)0 ⊆ N0, so we deduce that (N ′2)0 ⊆ (Ñ2)0 as H-modules (do not confuse the
graded piece Ni of N for i = 1, 2 with the submodules N1, N2 of N defined just before Step 1!).
Dually,

⊕
i∈Σ′ D0(ρ)I1

i surjects onto
⊕
i/∈ΣD0(ρ)I1

f−i as H-modules. In particular, Σ′ ⊇ f −Σc, i.e.

π̃K1
2 =

⊕
i∈Σ′

D0(ρ)i ⊇
⊕
i/∈Σ

D0(ρ)f−i. (43)
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Taking GL2(OK)-socles we get

`(socGL2(OK)(π̃2)) =
∑
i∈Σ′

`(socGL2(OK)(D0(ρ)i)) ≥
∑
i/∈Σ

`(socGL2(OK)(D0(ρ)f−i))

=
∑
i/∈Σ

`(socGL2(OK)(D0(ρ)i))

= `(socGL2(OK)(π))− `(socGL2(OK)(π1)).

(44)

By (41) and exactness of the functor D∨ξ we know that

dimF((X))D
∨
ξ (π̃2) = dimF((X))D

∨
ξ (π2) = dimF((X))D

∨
ξ (π)− dimF((X))D

∨
ξ (π1)

and hence by [BHH+a, Prop. 3.3.5.3(ii)] that equality has to hold in (44) and hence in (43). By
taking I1-invariants in (43) we deduce that N ′2 = Ñ2.

Consider
Z(grF (π∨2 )) ≥ Z(N2) = Z(N ′2) = Z(Ñ2) ≥ Z(grm(π̃∨2 )), (45)

where the first inequality is equation (40), the first equality comes from [BHH+a, Thm. 3.3.4.5],
the second equality holds as N ′2 = Ñ2, and the final inequality comes from Ñ2 � grm(π̃∨2 ).
As Z(gr(π∨2 )) = Z(gr(π̃∨2 )), we deduce that equality holds in (45), so Z(N2) = Z(grF (π∨2 )) and
hence also Z(N1) = Z(grm(π∨1 )) by the additivity of Z in short exact sequences (recalling diagram
(39)). Since N1 is pure, any of its nonzero submodules has a nonzero cycle, hence the surjection
N1 � grm(π∨1 ) must be an isomorphism and consequently grF (π∨2 ) ∼= N2 by Step 1. This implies
that grm(π∨1 ) ∼= N1 and grF (π∨2 ) ∼= N2 are Cohen–Macaulay, as N is Cohen–Macaulay and the Ni

are direct summands of N . Hence π∨1 and π∨2 are Cohen–Macaulay, because if a finitely generated
Λ-moduleM admits a good filtration such that the associated graded module is Cohen–Macaulay,
then M itself is Cohen–Macaulay as a consequence of [LvO96, Prop. III.2.2.4].

Theorem 3.2.3. Assume that ρ is max{9, 2f + 1}-generic.

(i) Any subrepresentation of π is generated by its GL2(OK)-socle.

(ii) `GL2(K)(π) ≤ f + 1.

Note that part (i) for π itself was proved in [BHH+a, Thm. 3.3.5.5] under a slightly weaker
genericity assumption.

Proof. Let π1 be a subrepresentation of π, and π′1 be the subrepresentation of π1 generated by
socGL2(OK)(π1). In particular, socGL2(OK)(π1) = socGL2(OK)(π′1). We then have πK1

1 = π′K1
1 =⊕

i∈ΣD0(ρ)i for a unique subset Σ ⊆ {0, 1, . . . , f}, cf. the second paragraph of the proof of
Proposition 3.2.2. In particular, πI1

1 = π′I1
1 , so the proof of Proposition 3.2.2 applies to π′1 and

shows that the composition of the graded morphisms

N1 � grm(π∨1 ) � grm(π′∨1 )

is an isomorphism. Hence, we deduce grm(π∨1 ) = grm(π′∨1 ), from which we deduce π∨1 /mn ∼−→
π′∨1 /m

n for all n ≥ 1 for dimension reasons and hence π1 = π′1. This proves (i).
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To prove (ii), it suffices to show that any finite ascending chain of GL2(K)-subrepresentations
0 = π0 ( π1 ( · · · ( π` = π has length ` ≤ f+1. As seen above we can write πK1

j =
⊕

i∈Σj D0(ρ)i
for unique subsets ∅ = Σ0 ⊆ · · · ⊆ Σ` = {0, 1, . . . , f}. Since πK1

j contains socGL2(OK)(πj), we
deduce from (i) that Σj ( Σj+1 for all 0 ≤ j < `, so indeed ` ≤ f + 1.

We now note further consequences of Proposition 3.2.2.

Corollary 3.2.4. Keep the notation of Proposition 3.2.2 and suppose that ρ is max{9, 2f + 1}-
generic.

(i) The m-adic filtration on π∨ induces the m-adic filtration on π∨2 .

(ii) The induced sequence

0→ grm(π∨2 )→ grm(π∨)→ grm(π∨1 )→ 0

of graded gr(Λ)-modules with compatible H-action is split exact. More precisely,

grm(π∨1 ) ∼=
⊕
λ∈P1

χ−1
λ ⊗

R

a(λ)

and
grm(π∨2 ) ∼=

⊕
λ∈P\P1

χ−1
λ ⊗

R

a(λ) ,

where P1 ⊆P corresponds to πI1
1 ⊆ πI1 (see § 1.3).

Proof. We keep the notation of the proof of Proposition 3.2.2.

(i) By the isomorphism grF (π∨2 ) ∼= N2 proved in Step 2 of the proof of Proposition 3.2.2,
grF (π∨2 ) is generated by its degree 0 part grF (π∨2 )0 as a gr(Λ)-module. Since mnπ∨2 ⊆ π∨2 ∩mnπ∨ =
F−nπ

∨
2 , we have the natural morphism

κ : grm(π∨2 )→ grF (π∨2 ) ∼= N2,

which is surjective in degree 0 as m0π∨2 = F0π
∨
2 (= π∨2 ). Since N2 is generated by its degree 0

part, κ is surjective and it follows from [LvO96, Thm. I.4.2.4(5)] (applied with L = M = π∨2 and
N = 0) that mnπ∨2 = F−nπ

∨
2 for all n ≥ 0.

Part (ii) follows, since the sequence 0→ N2 → N → N1 → 0 is split exact by construction.

Corollary 3.2.5. Suppose that ρ is max{9, 2f + 1}-generic. Let π1 ⊆ π2 be subrepresentations
of π. Then for any n ≥ 1, the sequence of Λ-modules

0→ π1[mn]→ π2[mn]→ (π2/π1)[mn]→ 0

is exact. Moreover, the sequence splits as I-representations if ρ is also (2n− 1)-generic.
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Proof. We first treat the special case π2 = π. Then we trivially have 0 → π1[mn] → π[mn] →
(π/π1)[mn]. The final map is surjective for dimension reasons because grm(π∨) ∼= grm(π∨1 ) ⊕
grm((π/π1)∨) by Corollary 3.2.4(ii). In particular, for any subrepresentation π1 of π we obtain

dimF((π/π1)[mn]) = dimF(π[mn])− dimF(π1[mn]). (46)

Now we treat the general case. Since π[mn]→ (π/π2)[mn] is surjective by the last paragraph,
the morphism

(π/π1)[mn]→ (π/π2)[mn]

is also surjective, and hence the sequence

0→ (π2/π1)[mn]→ (π/π1)[mn]→ (π/π2)[mn]→ 0

is exact. Applying (46) to π1 and π2, we deduce

dimF((π2/π1)[mn]) = dimF(π2[mn])− dimF(π1[mn]),

from which the first assertion follows.

For the last assertion, it suffices to show that π1[mn] is a direct summand of π[mn] (hence is
also a direct summand of π2[mn] as in the proof of Lemma 2.2.5). As ρ is (2n − 1)-generic we
note that π[mn] = τ (n)[mn] by Lemma 2.4.2, where τ (n) =

⊕
λ∈P τ

(n)
λ is the subrepresentation of

π|I from Lemma 2.4.1. Let P1 ⊆P be the subset as in the proof of Proposition 3.2.2 and put

τ
(n)
1

def=
⊕
λ∈P1

τ
(n)
λ , N1

def=
⊕
λ∈P1

χ−1
λ ⊗

R

a(λ) .

It suffices to show that π1[mn] = τ
(n)
1 [mn], or equivalently (as π[mn] is multiplicity free) that these

Λ-modules (with compatible H-action) have the same graded modules. This follows from the
isomorphism grm(π∨1 ) ∼= N1 established in the proof of Proposition 3.2.2, noting that

grm((τ (n)
1 )∨/mn) = grm((τ (n)

1 )∨)/mn = N1/m
n

by the proof of Lemma 2.4.2, where m denotes the unique maximal graded ideal of gr(Λ).

Lemma 3.2.6. Suppose that ρ is max{9, 2f + 1}-generic. Let π1 ⊆ π2 be subrepresentations of
π. Then the natural sequence

0→ socGL2(OK)(π1)→ socGL2(OK)(π2)→ socGL2(OK)(π2/π1)→ 0 (47)

is exact.

Proof. By the second paragraph of the proof of Proposition 3.2.2 there exist two subsets Σ1 ⊆ Σ2
of {0, . . . , f} such that for j ∈ {1, 2},

πK1
j =

⊕
i∈Σj

D0(ρ)i, πI1
j =

⊕
i∈Σj

D0(ρ)I1
i .
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Setting π′ def= π2/π1, we deduce that π′I1 ∼=
⊕
i∈Σ2\Σ1 D0(ρ)I1

i by Corollary 3.2.5 (applied with
n = 1), and also that there exists an embedding

⊕
i∈Σ2\Σ1 D0(ρ)i ↪→ π′K1 . This in particular

implies
S

def=
⊕

i∈Σ2\Σ1

socGL2(OK)(D0(ρ)i) ↪→ socGL2(OK)(π′).

We need to prove that it is an isomorphism. If not, then there exists some Serre weight σ such
that σ⊕ S ↪→ π′|GL2(OK), hence also σ⊕

(⊕
i∈Σ2\Σ1 D0(ρ)i

)
↪→ π′|GL2(OK), which contradicts the

structure of π′I1 .

Corollary 3.2.7. Suppose that ρ is max{9, 2f + 1}-generic. Suppose π′ is any subquotient of π.

(i) We have dimF((X))D
∨
ξ (π′) = `(socGL2(OK)(π′)). In particular, if π′ 6= 0, then D∨ξ (π′) is

nonzero.

(ii) Let P ′ ⊆P correspond to (π′)I1 (such a subset exists by Corollary 3.2.5 with n = 1). Then
the natural map ⊕

λ∈P′
χ−1
λ ⊗R/a(λ) � grm(π′∨)

of graded gr(Λ)-modules with compatible H-action is an isomorphism. In particular,
grm(π′∨) (resp. π′∨) is Cohen–Macaulay of grade 2f .

(iii) π′ is generated by its GL2(OK)-socle.

(iv) π itself is multiplicity free (of length ≤ f + 1).

(v) We have an isomorphism E2f
Λ (π′∨)⊗(det(ρ)ω−1) ∼= π′′∨ as Λ-modules with compatible actions

of GL2(K), where π′′ is another subquotient of π, uniquely determined (by part (iv)) by

socGL2(OK)(π′′) ∼=
⊕
i∈Σ′

socGL2(OK)(D0(ρ)f−i).

Proof. (i) Choose π1 ⊆ π2 ⊆ π such that π′ ∼= π2/π1. By [BHH+a, Prop. 3.3.5.3(ii)] the assertion
holds for π1 and π2, so we conclude by the exactness of D∨ξ (−) ([BHH+a, Thm. 3.1.3.7]) combined
with Lemma 3.2.6.

(ii) Let π1, π2 be as in (i). Let P1 ⊆ P2 ⊆ P be the subsets corresponding to π1 ⊆ π2 (see
§ 1.3), so P ′ = P2 \P1 by the proof of Proposition 3.2.2. Let N1 ⊆ N2 (resp. N ′) be the direct
summands of N determined by P1 ⊆ P2 (resp. P ′). As in Step 1 of the proof of Proposition
3.2.2 we get a commutative diagram

0 // grF (π′∨) // grm(π∨2 ) // grm(π∨1 ) // 0

0 // N ′ //

OO

N2 //

OO

N1 //

OO

0

with exact rows, where F is the filtration on π′∨ induced from the m-adic filtration on π∨2 , and by
Step 2 of the proof of Proposition 3.2.2, the second and third vertical arrows are isomorphisms,
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hence so is the first. As 0 → πI1
1 → πI1

2 → π′I1 → 0 is exact, we conclude that F is the m-adic
filtration exactly as at the end of the proof of Corollary 3.2.4(i).

(iii) Let π1, π2 be as in (i). The assertion holds for subrepresentations of π by Theorem 3.2.3(i),
so π2 is generated by socGL2(OK)(π2). Thus π′ is generated by the image of socGL2(OK)(π2) in π′,
which is contained in socGL2(OK)(π′) (even equal by Lemma 3.2.6).

(iv) It is clear by the exact sequence (47) in Lemma 3.2.6, since socGL2(OK)(π) is multiplicity
free.

(v) If π′ is a quotient of π, this is established in Step 2 of the proof of Proposition 3.2.2. In
general, if π1 ⊆ π2 ⊆ π such that π′ ∼= π2/π1, then we get an exact sequence 0 → π′ → π/π1 →
π/π2 → 0 and hence an exact sequence

0→ E2f
Λ (π′∨)⊗ η → E2f

Λ ((π/π1)∨)⊗ η → E2f
Λ ((π/π2)∨)⊗ η → 0,

as π′∨ is Cohen–Macaulay by part (ii) and where η def= det(ρ)ω−1. Then the claim follows from
Lemma 3.2.6 and the known case for quotient representations (cf. Step 2 of the proof of Proposi-
tion 3.2.2).

4 Finite length in the nonsplit reducible case

We prove that a smooth mod p representation π of GL2(K) satisfying assumptions (i)–(iv) of § 2.1
with r = 1 has finite length when the underlying Galois representation ρ is nonsplit reducible.
We also establish several structural results on π as an I- and GL2(OK)-representation.

Unless otherwise stated, we assume that ρ is nonsplit reducible and 0-generic. We let π be an
admissible smooth representation of GL2(K) over F satisfying assumptions (i)–(iv) of § 2.1. We
recall that if ρ is 12-generic then π = π(ρ) as defined in § 2.6 satisfies assumptions (i)–(iv) for
any r ≥ 1 (using [HW22, Thm. 8.2] with [Wan23, Thm. 6.3(i)] for assumption (iii)).

As in § 3 we assume that r = 1 in assumptions (i) and (iv) throughout.

4.1 Preliminaries on Serre weights

We collect a number of results on the combinatorics of Serre weights and injective envelopes.

Recall from § 1.3 that D0(ρ) =
⊕

σ∈W (ρ)D0,σ(ρ), and from [BP12, § 13] that D0,σ(ρ) is
maximal (for the inclusion) with respect to the two properties socGL2(OK)(D0,σ(ρ)) = σ and
JH(D0,σ(ρ)/σ) ∩W (ρ) = ∅. In particular, D0,σ(ρss) ⊆ D0,σ(ρ).

We first generalize Lemma 3.1.3 to the case where ρ need not be semisimple.
Lemma 4.1.1. If µ ∈P, then χµ occurs in D0,σ(ρ)I1, where σ ∈W (ρ) is determined (via (10))
by Jσ = Jρ ∩ Jµ. Moreover, as a Jordan–Hölder factor of IndGL2(OK)

I χµ, σ is parametrized (via
Remark 3.1.1 and (35)) by the following subset of {0, . . . , f − 1}:

X(µ) def= {j : µj(xj) ∈ {xj , p− 2− xj , p− 3− xj}} ∪ {j ∈ Jρ : µj(xj) = xj + 1}. (48)
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Proof. The proof goes as in [Hu16, Prop. 2.1] and we only briefly recall it.

Let λ ∈ D such that σ ∈ W (ρ) corresponds to λ. It is clear that σ is a subquotient of
IndGL2(OK)

I χµ, so via Remark 3.1.1 there is a unique f -tuple ξ ∈ P such that

ξcj(µj(xj)) = ξj(µ[s]
j (xj)) = λj(xj) (49)

for any j ∈ {0, . . . , f − 1}, where

µ[s] def= (p− 1− µ0(x0), . . . , p− 1− µf−1(xf−1)) ∈P. (50)

Here, we used [HW22, Lemma 2.1, Lemma 2.7] to obtain (49) (equality between formal f -tuples).

Note that our convention for J 7→ ξJ is shifted by one compared to [BP12, § 2] and [Bre14,
§ 2]. Using the second equality in (49), [Bre14, Prop. 4.3] (and the formula for Jmax in eq. (19)
in its proof, replacing λ there by our µ and noting that χµ 6= χsµ) gives the following relation

ξj(yj) ∈ {yj − 1, p− 1− yj} ⇐⇒ µ
[s]
j (xj) ∈ {xj + 1, xj + 2, p− 2− xj , p− 1− xj}

⇐⇒ µj(xj) ∈ {xj , xj + 1, p− 2− xj , p− 3− xj},
(51)

making the convention that an underlined entry is only allowed when j ∈ Jρ. We say that a pair
(ξ, µ) ∈ P ×P is compatible if (51) holds.

It is straightforward to list all the possibilities of compatible pairs (ξ, µ) ∈ P ×P and verify
that

ξj(µ[s]
j (xj)) = λj(xj) ∈ {xj + 1, p− 3− xj} ⇐⇒ µ

[s]
j (xj) ∈ {xj + 2, p− 2− xj , p− 3− xj}

⇐⇒ µj(xj) ∈ {xj + 1, xj + 2, p− 3− xj}.

The left-hand side is equivalent to j ∈ Jσ = Jλ and the right-hand side is equivalent to j ∈ Jµ∩Jρ
by (10). The second part results from (51).

Let σ be a 1-generic Serre weight. Recall that the set of Jordan–Hölder factors of InjΓ σ is
parametrized by a set of f -tuples denoted by I def= I(x0, . . . , xf−1) in [BP12, § 3] (do not confuse
this I with the ideal I before Lemma 2.3.2!). Given λ ∈ I we write

S(λ) def=
{
j ∈ {0, . . . , f − 1} : λj(xj) ∈ {xj ± 1, p− 2− xj ± 1}

}
as in [BP12, § 4]. (This notation is consistent with (35), noting that P ⊆ I.)

The following lemma is true for any 0-generic ρ.

Lemma 4.1.2. We have W (ρss) ⊆ JH(D0(ρ)).

Proof. By the construction of D0(ρ) (see [BP12, Prop. 13.1]) and [BP12, Prop. 13.4] we have

JH(D0(ρ)) = JH
( ⊕
σ∈W (ρ)

InjΓ σ
)
. (52)
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Thus it suffices to prove that

W (ρss) ⊆ JH
( ⊕
σ∈W (ρ)

InjΓ σ
)
.

But it is clear from [BP12, Lemma 3.2, Lemma 11.2] thatW (ρss) ⊆ JH(InjΓ σ0), where σ0 ∈W (ρ)
denotes the unique Serre weight corresponding to (x0, . . . , xf−1) ∈ D .

Recall from [BP12, Cor. 3.12] that given a 0-generic Serre weight σ and τ ∈ JH(InjΓ σ),
there exists a unique finite dimensional Γ-representation I(σ, τ) such that socΓ I(σ, τ) = σ,
cosocΓ I(σ, τ) = τ and [I(σ, τ) : σ] = 1. If σ is 1-generic, [BP12, Cor. 4.11] implies that I(σ, τ)
has length 2|S(λ)|, where λ ∈ I corresponds to τ . Recall that any σ ∈ W (ρss) is n-generic if ρ is
n-generic.

Lemma 4.1.3. Assume that ρ is 0-generic. Let τ ∈ W (ρss) and σ ∈ W (ρ) be the unique Serre
weight determined by Jσ = Jρ ∩ Jτ (via (10)). Then τ ∈ JH(D0,σ(ρ)) and the Jordan–Hölder
factors of I(σ, τ) are exactly the Serre weights τ ′ ∈W (ρss) satisfying Jσ ⊆ Jτ ′ ⊆ Jτ . In particular,
`(τ ′) ≤ `(τ) for any τ ′ ∈ JH(I(σ, τ)), with equality if and only if τ ′ = τ .

Proof. The assertion τ ∈ JH(D0,σ(ρ)) follows directly from [BP12, Lemma 15.3] (note that the
condition `(ρ, τ) < +∞ in loc. cit. is satisfied by Lemma 4.1.2). To verify the remaining claim, for
any subset J ⊆ {0, 1, . . . , f − 1} let σJ ∈W (ρss) determined by JσJ = J . From [BP12, Cor. 4.11]
we deduce that I(σ∅, σ{0,...,f−1}) is of length 2f with constituents all σJ (J ⊆ {0, 1, . . . , f − 1}).
Moreover, the proof of loc. cit. (referring to [BP12, Thm. 4.7]) shows that the lattice of submodules
is isomorphic to the lattice of ideals of the partially ordered set ({0, . . . , f − 1},⊆), by sending
a submodule M to the ideal {J : σJ ∈ JH(M)}. The claim follows, since σ = σJρ∩Jτ and
τ = σJτ .

Lemma 4.1.4. Suppose that λ ∈ P and that J def= {j ∈ Jcρ : λj(xj) ∈ {xj , p − 1 − xj}}. Then
|Jλ|+ |Jλ∗ |+ |J | = f , where λ 7→ λ∗ is the involution of P defined in [BHH+a, Def. 3.3.1.6].

Proof. This follows directly from (12) and [BHH+a, Def. 3.3.1.6].

4.2 Some commutative algebra

We prove that certain explicit R-modules are Cohen–Macaulay.

Recall from § 1.3 that R = F[yj , zj : 0 ≤ j ≤ f − 1] and R = F[yj , zj : 0 ≤ j ≤ f − 1]/(yjzj :
0 ≤ j ≤ f − 1).

Lemma 4.2.1. Suppose that M is a nonzero finitely generated graded R-module. Then M is
Cohen–Macaulay (in the sense of commutative algebra) if and only if EiR(M) = 0 for all i 6=
jR(M).

Proof. Let m = (yj , zj : 0 ≤ j ≤ f − 1) denote the unique maximal graded ideal of R. Then M is
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a Cohen–Macaulay R-module if and only if Mm is a Cohen–Macaulay Rm-module ([BH93, Cor.
2.2.15]) if and only if EiRm

(Mm) = 0 for all but one i ([BH93, Cor. 3.5.11], as Rm is regular) if
and only if EiR(M) = 0 for all but one i (using EiR(M) ⊗R Rm

∼= EiRm
(Mm) and [BH93, Prop.

1.5.15(c)]). By definition, EjR(M)(M) 6= 0.

Lemma 4.2.2. Suppose that tj ∈ {yj , zj , yjzj} for 0 ≤ j ≤ f − 1. Then the R-module
R/(t0, . . . , tf−1) is Cohen–Macaulay of grade f .

Proof. As R/(t0, . . . , tf−1) is a Cohen–Macaulay gr(Λ)-module of grade 2f by the beginning of
the proof of Theorem 2.1.2 in § 2.5, the result follows from [BHH+a, Lemma 3.3.1.9].

Proposition 4.2.3. Suppose that 1 ≤ d ≤ f . Let Id be the homogeneous ideal of R generated
by all monomials zi1 · · · zid with 0 ≤ i1 < · · · < id ≤ f − 1. Then the R-module R/Id is Cohen–
Macaulay of grade f .

Proof. If d = 1 this follows from Lemma 4.2.2, so we suppose d ≥ 2. Then the ring R/Id =
R/(yjzj , zi1 · · · zid) (all j, all 0 ≤ i1 < · · · < id ≤ f − 1) is the Stanley–Reisner ring F[∆]
associated to the simplicial complex ∆ whose minimal non-faces {yj , zj}, {zi1 , . . . , zid} correspond
to the generators [BH93, § 5.1]. Thus ∆ is the pure (f − 1)-dimensional simplicial complex with
facets x = {x0, . . . , xf−1}, where xj ∈ {yj , zj}, |{j : xj = zj}| < d. For a facet x = {x0, . . . , xf−1}
let J(x) def= {j : xj = zj}.

We prove that ∆ is shellable [BH93, Def. 5.1.11], which implies that F[∆] is a Cohen–Macaulay
ring by [BH93, Thm. 5.1.13]. To see this, we order the facets as x(0), x(1), . . . such that |J(x(0))| ≤
|J(x(1))| ≤ · · · is non-decreasing. Then, using the notation of [BH93, § 5.1], for any i0 > 0 the
intersection 〈x(0), . . . , x(i0−1)〉 ∩ 〈x(i0)〉 is generated by the maximal proper faces of x(i0) that are
of the form x(i0) \ {x(i0)

j } for some j ∈ J(x(i0)), proving shellability.

Let S def= R/Id = F[∆], which is graded of dimension f [BH93, Thm. 5.1.4], and let m denote
the unique maximal graded ideal of R (or its image in S). As S is a Cohen–Macaulay ring, it is
also a Cohen–Macaulay R-module [BH93, § 2.1]. We compute

jR(S) = jRm(Sm) = dimRm − dimRm Sm = dimR− dimR S = 2f − f = f,

where we used [BH93, Prop. 1.5.15(e)] for the first equality, [BH93, Cor. 3.5.11] for the second
equality, and [BH93, Ex. 1.5.25] for the third equality. (Alternatively, it follows from [BH93, Thm.
5.7.3] that ExtfR(S,R) 6= 0.)

Definition 4.2.4. Suppose that J1, J2 are disjoint subsets of {0, . . . , f − 1} and that d ∈ Z.
We define the ideal I(J1, J2, d) of R as follows: if d ≥ 1 let I(J1, J2, d) be generated by all∏
j∈J ′1

yj
∏
j∈J ′2

zj with J ′1 ⊆ J1, J ′2 ⊆ J2, |J ′1| + |J ′2| = d; if d ≤ 0, let I(J1, J2, d) def= R. Suppose
moreover that tj ∈ {yj , zj , yjzj} for all 0 ≤ j ≤ f − 1, we define the ideal I(J1, J2, d, t) of R as
I(J1, J2, d) + (t0, . . . , tf−1).

Corollary 4.2.5. If d ≥ 1 and tj = yjzj for all j ∈ J1 t J2, the R-module R/I(J1, J2, d, t) is
Cohen–Macaulay of grade f .

48



Proof. Relabel indices so that J1 t J2 = {0, . . . , k − 1} for some 1 ≤ k ≤ f . We define the
F-algebras R(1) and R

(1) (resp. R(2) and R
(2)) exactly as we defined R and R but using only

indices 0 ≤ j ≤ k − 1 (resp. k ≤ j ≤ f − 1). Then R ∼= R(1) ⊗F R
(2) and R/I(J1, J2, d, t) is the

tensor product of M (1) def= R
(1)
/I(J1, J2, d) and M (2) def= R

(2)
/(tj : k ≤ j ≤ f − 1) over F. We

know that M (1) is a Cohen–Macaulay R(1)-module of grade k (by Proposition 4.2.3 if d ≤ k, and
by Lemma 4.2.2, taking tj = yjzj for all j, otherwise). By Lemma 4.2.2 the R(2)-module M (2) is
Cohen–Macaulay of grade f − k. By the Künneth formula, we obtain that

EnR(R/I(J1, J2, d, t)) ∼=
⊕
i+j=n

EiR(1)(M (1))⊗F Ej
R(2)(M (2)),

hence R/I(J1, J2, d, t) is a Cohen–Macaulay R-module of grade f .

If N ′ is a finitely generated R-module, we let mq(N ′)
def= lengthRq

(N ′q) and define m(N ′) def=∑
qmq(N ′), which is the total multiplicity of the cycle Z(N ′) in (2) (here q runs through the

minimal prime ideals of R).

Lemma 4.2.6. Suppose that tj = yjzj for all j ∈ J def= J1 t J2. Then

m(R/I(J1, J2, d, t)) = 2|{j∈Jc:tj=yjzj}|
∑
i<d

(
|J |
i

) .
Proof. If d ≤ 0, the formula is trivially true, so we suppose d ≥ 1. Without loss of generality we
assume that J = {0, . . . , k− 1} for some 1 ≤ k ≤ f and that J1 = ∅. Consider the minimal prime
q = (v0, . . . , vf−1) of R given by vj ∈ {yj , zj}. Write

M
def= R/I(J1, J2, d, t) = F[yj , zj : 0 ≤ j ≤ f − 1]/(yjzj , zi1 · · · zid , tj′),

where 0 ≤ j < k ≤ j′ < f , and 0 ≤ i1 < · · · < id ≤ k − 1. If vj = yj , then in Mq the variable
zj is inverted and yj becomes zero, and vice versa when vj = zj . It follows that mq(M) = 1
if |{0 ≤ j ≤ k − 1 : vj = yj}| < d and vj′ divides tj′ for all k ≤ j′ < f , whereas mq(M) = 0
otherwise. The lemma follows by summing over all q.

4.3 On the structure of subrepresentations of π

The main result of this section is the description of the K1-invariants of subrepresentations of π
(Theorem 4.3.15). We need several technical results on GL2(OK)-representations induced from
certain multiplicity-free I-representations.

4.3.1 Some induced representations of GL2(OK)

We study GL2(OK)-representations induced from certain multiplicity-free I-representations.
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Given a character χ : I → F× and two subsets J1, J2 ⊆ {0, . . . , f − 1} such that J1 ∩ J2 = ∅,
set

χJ1,J2 def= χ
∏
j∈J1

α−1
j

∏
j∈J2

αj . (53)

Lemma 4.3.1. There exists a unique I-representation of dimension 2|J1|+|J2| with socle χ and
cosocle χJ1,J2 such that the d-th socle layer is given by⊕

J ′1⊆J1,J ′2⊆J2,|J ′1|+|J ′2|=d
χ
∏
j∈J ′1

α−1
j

∏
j∈J ′2

αj .

We denote it by W (χ, χJ1,J2). Moreover,

(i) W (χ, χJ1,J2) is multiplicity free;

(ii) W (χ, χJ1,J2) is fixed by K1 if and only if J2 = ∅.

Proof. We first prove uniqueness. By [BHH+23, (42), (43)] and the Poincaré–Birkhoff–Witt the-
orem, any Jordan–Hölder factor χ′ of (InjI/Z1 χ)[mn+1] has the form χαt1i1 · · ·α

tm
im
, where m ≤ n,

ik ∈ {0, . . . , f − 1} and tk ∈ {±1}, which is equal to

χ
∏
j

α
bj
j

∏
j

α
−b′j
j

with bj
def= |{k : ik = j, tk = 1}| and b′j

def= |{k : ik = j, tk = −1}|. In particular, χJ1,J2 occurs
in (InjI/Z1 χ)[m|J1|+|J2|+1]. We claim that it occurs with multiplicity one. Indeed, if χ′ = χJ1,J2 ,
Lemma 4.3.2 shows that

bj − b′j =


−1 if j ∈ J1,

1 if j ∈ J2,
0 otherwise.

Using the condition
∑f−1
j=0 (bj + b′j) ≤ |J1|+ |J2|, we deduce that

(bj , b′j) =


(0, 1) if j ∈ J1,
(1, 0) if j ∈ J2,
(0, 0) otherwise.

This implies the claim. As a consequence, if W (χ, χJ1,J2) exists, it embeds into
(InjI/Z1 χ)[m|J1|+|J2|+1] and is hence the unique subrepresentation of (InjI/Z1 χ)[m|J1|+|J2|+1] with
cosocle χJ1,J2 .

For the existence, we may assume χ = 1, and let E±j denote the I-representation E±j (1)
constructed in the proof of Lemma 2.4.1 (with s = 1). We take

W (1,1J1,J2) def=
( ⊗
j∈J1

E−j
)
⊗F

( ⊗
j∈J2

E+
j

)
.
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It is multiplicity free by Lemma 4.3.2. The assertion on the d-th socle layer of W (1,1J1,J2) can
be proved as in the proof of Lemma 2.4.1, which shows that the socle filtration of W (1,1J1,J2)
corresponds to a suitable tensor product filtration on W (1,1J1,J2)∨ under duality.

Finally, assertion (i) was established above and (ii) follows from the fact that E−j is fixed by
K1 and E+

j is not.

Lemma 4.3.2. Suppose p > 3. Let a = (a0, . . . , af−1), b = (b0, . . . , bf−1) ∈ Zf . Assume that
aj ∈ {−1, 0, 1} for all j,

∑f−1
j=0 |aj | ≥

∑f−1
j=0 |bj | and

f−1∑
j=0

ajp
j ≡

f−1∑
j=0

bjp
j (mod pf − 1).

Then a = b.

Proof. Let |a| def=
∑f−1
j=0 |aj |. We induct on the pair (|a|, |b|) with lexicographic order. We fix a

pair (a, b) and suppose that the result holds for all (a′, b′) < (a, b).

We claim that |bj | ≤ p− 2 for all j. If bi ≥ p− 1 for some i, we define b′ ∈ Zf by

b′j
def=


bj − p if j = i,

bj + 1 if j = i+ 1,
bj otherwise.

Then
∑f−1
j=0 bjp

j ≡
∑f−1
j=0 b

′
jp
j (mod pf −1), and |b′| < |b| (as p > 3). By induction we have a = b′,

which implies |a| = |b′| < |b|, contradiction. Thus bj ≤ p − 2 for all j. In a similar way we get
bj ≥ −(p− 2) for all j.

The assumption implies ∑
j

(bj − aj)pj ≡ 0 (mod pf − 1)

with |bj − aj | ≤ p− 1 for all j, as |bj | ≤ p− 2. Then this can happen only when bj = aj for all j,
or |bj − aj | = p− 1 for all j. The second possibility cannot happen, because it forces |bj | = p− 2
for all j, which contradicts |a| ≥ |b|, as p > 3.

Note that if χ is n-generic (see § 1.3) with n ≥ 2, then every character occurring inW (χ, χJ1,J2)
is (n− 2)-generic by Lemma 4.3.1.

Lemma 4.3.3. Assume that χ is 2-generic. Then the GL2(OK)-representation
IndGL2(OK)

I W (χ, χJ1,J2) is multiplicity free.

Proof. It follows from our genericity assumption and [BP12, Lemma 2.2].

We recall from § 3.1 that the Jordan–Hölder factors σ of a principal series representation
IndGL2(OK)

I χ′ for a 1-generic character χ′ : I → F× are parametrized by the subsets of {0, . . . , f −
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1}, sending σ to S(σ), such that the socle of IndGL2(OK)
I χ′ corresponds to the empty set (see

Remark 3.1.1).

We also recall from [HW22, Def. 2.9] some notation and a lemma. Assume first f > 1. Given
j ∈ {0, . . . , f − 1} and ∗ ∈ {+,−} we define the elements µ∗j ∈ I as follows: (µ∗j )j−1(xj−1) =
p− 2−xj−1, (µ∗j )j(xj) = xj ∗ 1 and (µ∗j )i(xi) = xi for i /∈ {j− 1, j}. If f = 1 we define µ∗0 ∈ Z[x0]
by µ∗0(x0) = p − 2 − (∗1) − x0. For any f ≥ 1, if σ is a 0-generic Serre weight corresponding to
a tuple (s0, . . . , sf−1) ∈ {0, . . . , p− 1}f we write µ∗j (σ) for the Serre weight corresponding to the
f -tuple µ∗j

(
(s0, . . . , sf−1)

)
⊗ dete(µ

∗
j )(s0,...,sf−1), where e(µ∗j ) ∈ Z ⊕

⊕f−1
i=0 Zxi is defined in [BP12,

§ 3]. (Note that µ−j (σ) is undefined if f ≥ 2 and sj = 0 and µ+
j (σ) is undefined if f = 1 and

sj = p− 2.)

Lemma 4.3.4. Let σ and σ′ be two 0-generic Serre weights. If f = 1, suppose that σ, σ′ are not
both isomorphic to Symp−2F2 ⊗ η for some η. Then

Ext1
GL2(OK)/Z1

(σ′, σ) 6= 0 ⇐⇒ Ext1
Γ(σ′, σ) 6= 0 ⇐⇒ σ′ ∈

{
µ∗j (σ) : 0 ≤ j ≤ f − 1, ∗ ∈ {+,−}

}
.

Lemma 4.3.4 follows from [HW22, Lemma 2.10] and [Hu10, Prop. 2.21], except when f = 1
the proof is incomplete in loc. cit.

Proof. If σ′ = µ∗j (σ) for some 0 ≤ j ≤ f − 1 and ∗ ∈ {+,−}, it follows from [BP12, Cor. 5.6] that
Ext1

Γ(σ′, σ) = Ext1
K/Z1

(σ′, σ) 6= 0. Conversely, suppose Ext1
K/Z1

(σ′, σ) 6= 0 and we need to prove
that σ′ = µ∗j (σ) for some 0 ≤ j ≤ f − 1 and ∗ ∈ {+,−}. Using [BP12, Cor. 5.6] and [HW22,
Lem. 2.10(i)], it suffices to exclude cases (a) and (c) of [BP12, Cor. 5.6(ii)]. The argument below
is taken from the proof of [HW22, Lemma 2.10(i)].

First assume that we are in case (c). Thus, as σ, σ′ are 0-generic, we may write

σ′ = (s0, . . . , sf−1)⊗ η, σ = (s0, . . . , sj − 2, . . . , sf−1)⊗ ηdetpj ,

with 2 ≤ sj ≤ p − 2 and 0 ≤ si ≤ p − 2 for i 6= j. Let 0 → σ → V → σ′ → 0 be a nonsplit
K/Z1-extension. Let w ∈ V be an H-eigenvector of character χσ′ such that its image in σ′

spans σ′I1 . We will prove that w is fixed by I1/Z1, thus by Frobenius reciprocity we obtain a
GL2(OK)-equivariant morphism IndGL2(OK)

I χσ′ → V which must be surjective (as it surjects onto
cosocK V ). But this is impossible by the structure of IndGL2(OK)

I χσ′ by [BP12, Lemma 2.2].

For 0 ≤ i ≤ f − 1, consider the operators

Xi
def=
∑
λ∈Fq

κ0(λ)−pi
( 1 0

[λ] 1
)
, Yi

def=
∑
λ∈Fq

κ0(λ)−pi
( 1 [λ]

0 1
)
,

which are viewed as elements of F[[K/Z1]]. By [BHH+a, Lemma 3.2.2.1], we have F[[
( 1 OK

0 1
)
]] =

F[[Y0, . . . , Yf−1]] and similarly F[[
( 1 0
pOK 1

)
]] = F[[Xp

0 , . . . , X
p
f−1]]. Thus, by (the proof of) [BHH+23,

Prop. 5.3.3] the elements {Xp
i , Yi : 0 ≤ i ≤ f − 1} topologically generate the maximal ideal of

F[[I1/Z1]] and we are left to prove that Xp
i w = Yiw = 0 for all 0 ≤ i ≤ f − 1.
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It is direct to check that Xiw (resp. Yiw) has H-eigencharacter χσ′α−1
i (resp. χσ′αi). On the

other hand, as χσ = χσ′α
−1
j , we have

JH(V |H) = JH(σ′|H) =
{
χσ′

f−1∏
i=0

α−kii : 0 ≤ ki ≤ si
}
.

Moreover, Yiw ∈ σ, by our choice of w. However, it is direct to check that χσ′α
−(p−1)
i does not

occur in JH(V |H) and χσ′αi does not occur in JH(σ|H). Therefore Xp−1
i w = Yiw = 0 for all

0 ≤ i ≤ f − 1, hence also Xp
i w = 0, as desired.

Case (a) can be treated by passing to the dual (the dual extension of σ∨ by σ′∨ is as in case
(c)).

Lemma 4.3.5. Assume that χ is 3-generic. Let σ ∈ JH(IndGL2(OK)
I χ) and let σ′ = µ∗j (σ) for

some 0 ≤ j ≤ f − 1 and ∗ ∈ {+,−}. Let J1, J2 ⊆ {0, . . . , f − 1} such that J1 ∩ J2 = ∅. Assume
σ′ ∈ JH

(
IndGL2(OK)

I W (χ, χJ1,J2)
)
. Then σ′ ∈ JH

(
IndGL2(OK)

I (χ⊕χα−1
j ⊕χαj)

)
and exactly one

of the following cases happens:

(i) σ′ ∈ JH(IndGL2(OK)
I χ), in which case either S(σ) t {j} = S(σ′) or S(σ′) t {j} = S(σ);

(ii) σ′ ∈ JH(IndGL2(OK)
I χα−1

j ), in which case j ∈ J1 and S(σ) t {j} = S(σ′);

(iii) σ′ ∈ JH(IndGL2(OK)
I χαj), in which case j ∈ J2 and S(σ′) t {j} = S(σ).

Proof. First, it is direct to check that σ′ occurs in IndGL2(OK)
I (χ ⊕ χα−1

j ⊕ χαj). The claim on
the relation between S(σ) and S(σ′) follows directly from the definition of µ∗j (σ) and (35) in case
(i), and from [HW22, Lemmas 3.8, 3.7] in cases (ii) and (iii) respectively.

Proposition 4.3.6. Assume that χ is 5-generic.

(i) The cosocle of IndGL2(OK)
I W (χ, χJ1,J2) is

⊕
J ′1⊆J1 σ

J ′1,J2, where σJ ′1,J2 denotes the cosocle of
IndGL2(OK)

I χJ
′
1,J2.

(ii) Let σ ∈ JH(IndGL2(OK)
I χ) be parametrized by S(σ) and τ ∈ JH(IndGL2(OK)

I χJ1,J2) be
parametrized by S(τ). Let Qσ be the unique quotient of IndGL2(OK)

I W (χ, χJ1,J2) with socle
σ (by Lemma 4.3.3). Then τ ∈ JH(Qσ) if and only if

S(σ) ∩ J1 = ∅ and S(σ) t J1 ⊆ S(τ) ∪ J2. (54)

Remark 4.3.7. In Proposition 4.3.6(ii), let Vτ ⊆ IndGL2(OK)
I W (χ, χJ1,J2) be the unique subrep-

resentation with cosocle τ (again by Lemma 4.3.3). Then τ ∈ JH(Qσ) if and only if σ ∈ JH(Vτ ).

Proof. Note that the genericity assumption implies that any χ′ ∈ JH(W (χ, χJ1,J2)) is 3-generic.

(i) By Lemma 4.3.1(ii), any I-equivariant morphism W (χ, χJ1,J2)→ σ′|I (where σ′ is a Serre
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weight) factors through the quotient of K1-coinvariants

W (χ, χJ1,J2) �W (χ∅,J2 , χJ1,J2).

By Frobenius reciprocity, this implies that the cosocle of IndGL2(OK)
I W (χ, χJ1,J2) is equal to that

of IndGL2(OK)
I W (χ∅,J2 , χJ1,J2), so any of its irreducible constituents is of the form σJ

′
1,J2 for some

J ′1 ⊆ J1. Conversely, IndGL2(OK)
I W (χ, χJ1,J2) surjects onto IndGL2(OK)

I W (χJ ′1,J2 , χJ1,J2), which
surjects onto σJ ′1,J2 . (Write σJ ′1,J2 = (s0, . . . , sf−1) ⊗ η with 0 ≤ sj ≤ p − 1. As sj ≥ 1 for all j,
W (χJ ′1,J2 , χJ1,J2) embeds in σJ ′1,J2 |I and is identified with the subspace spanned by xs−iyi ∈ σJ ′1,J2

for i ∈ {
∑
j∈J ′′1

pj : J ′′1 ⊆ J ′1}, where s
def=
∑f−1
j=0 p

jsj ; see the discussion at the beginning of [BP12,
§ 17]. As a consequence, σJ ′1,J2 occurs in the cosocle of IndGL2(OK)

I W (χJ ′1,J2 , χJ1,J2) by Frobenius
reciprocity.)

(ii) Assume τ satisfies condition (54). Let

χ′′
def= χJ1,J2 , χ′

def= χJ1,∅ = χ
∏
j∈J1

α−1
j .

Then W (χ, χ′) ↪→ W (χ, χ′′) and W (χ, χ′′) � W (χ′, χ′′). Let Q1 be the image of
IndGL2(OK)

I W (χ, χ′) in Qσ and Q2 be the pushout of Qσ and IndGL2(OK)
I W (χ′, χ′′) along

IndGL2(OK)
I W (χ, χ′′).

If τ ′ ∈ JH(IndGL2(OK)
I χ′) denotes the Jordan–Hölder factor parametrized by S(σ) t J1, then

τ ′ ∈ JH(Q1) by repeated use of [HW22, Lemma 3.8], and consequently τ ′ ∈ JH(Qσ). Since
IndGL2(OK)

I W (χ, χ′′) is multiplicity free by Lemma 4.3.3 and τ ′ occurs in IndGL2(OK)
I χ′, we have

τ ′ ∈ JH(Q2) by construction of Q2. Thus τ ′′ ∈ JH(Q2), where τ ′′ ∈ JH(IndGL2(OK)
I χ′) denotes the

Jordan–Hölder factor parametrized by (S(σ) ∪ J2) t J1. By repeated use of [HW22, Lemma 3.7]
we deduce that τ ′′′ ∈ JH(Q2), where τ ′′′ ∈ JH(IndGL2(OK)

I χ′′) denotes the Jordan–Hölder factor
parametrized by (S(σ) \ J2) t J1. As (S(σ) \ J2) t J1 ⊆ S(τ) by assumption (54), we conclude
that τ ∈ JH(Q2) ⊆ JH(Qσ).

Conversely, assume τ ∈ JH(Qσ). Let Qτσ ⊆ Qσ be the unique subrepresentation with cosocle
τ . We induct on the length ` def= `(Qτσ). If ` = 1, then τ = σ and J1 = J2 = ∅, so (54) follows. If
` ≥ 2, let E ⊆ Qτσ be a subrepresentation of length 2, namely E has the form

0→ σ → E → σ′ → 0

for some σ′ satisfying Ext1
K/Z1

(σ′, σ) 6= 0. By Lemma 4.3.4, σ′ ∼= µ∗j (σ) for some 0 ≤ j ≤ f − 1
and ∗ ∈ {+,−}. Define again χ′′ def= χJ1,J2 . Let χ′ = χJ

′
1,J
′
2 be the unique character occurring in

W (χ, χ′′) such that σ′ ∈ JH(IndGL2(OK)
I χ′). Let Qσ′ denote the unique quotient of Qσ with socle

σ′. Since IndGL2(OK)
I W (χ, χ′′) is multiplicity free, it is easy to see that the quotient map

IndGL2(OK)
I W (χ, χ′′) � Qσ′

factors through IndGL2(OK)
I W (χ′, χ′′), namely Qσ′ is a quotient of IndGL2(OK)

I W (χ′, χ′′).
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By Lemma 4.3.5, we have either J ′1 = J ′2 = ∅ or J ′1 t J ′2 = {j}. In the first case, since E is
a subquotient of IndGL2(OK)

I χ, we must have S(σ) t {j} = S(σ′) by Lemma 4.3.5 and [BP12,
Thm. 2.4]. On the other hand, the inductive hypothesis (applied to Qσ′) implies S(σ′) ∩ J1 = ∅
and S(σ′) t J1 ⊆ S(τ) ∪ J2, from which we conclude. In the second case, we have the following
two subcases:

• J ′1 = {j} and J ′2 = ∅, in which case S(σ) t {j} = S(σ′). By the inductive hypothesis, we
also have

S(σ′) t (J1 \ {j}) ⊆ S(τ) ∪ J2

and hence (54) holds.

• J ′1 = ∅ and J ′2 = {j}, in which case S(σ) = S(σ′) t {j}. By the inductive hypothesis, we
also have

S(σ′) t J1 ⊆ S(τ) ∪ (J2 \ {j})
and hence (54) holds.

Proposition 4.3.8. Let σ, τ be as in Proposition 4.3.6(ii). Assume τ ∈ JH(Qσ). Then the
following are equivalent:

(i) τ ∈ JH(QK1
σ );

(ii) τ ∈ JH(InjΓ σ);

(iii) J2 ⊆ S(σ) and S(τ) ∩ J2 = ∅.

Proof. Clearly (i) implies (ii). We now show that (ii) implies (iii). Let τ ′ be the constituent of
IndGL2(OK)

I χ that is parametrized by S(τ ′) = S(τ). Let σ∅ denote the socle of IndGL2(OK)
I χ.

Then by the definitions, σ = λ(σ∅) and τ ′ = µ′(σ∅) for unique λ, µ′ ∈ P (using again the notation
of [HW22, (2.2)]). Moreover, as S(τ) = S(τ ′) we can write τ = µ(σ∅), where

µj(xj) =


µ′j(xj + 2) if j ∈ J1,

µ′j(xj − 2) if j ∈ J2,

µ′j(xj) otherwise.
(55)

As τ ∈ JH(InjΓ σ), it corresponds to some ν ∈ I such that τ = ν(σ). It is direct to check that µ
defined in (55) satisfies the condition in [HW22, Lemma 2.1], so by [HW22, Lemmas 2.1, 2.7], we
deduce µ = ν ◦ λ.

Suppose by contradiction that J2 \ S(σ) 6= ∅ and we choose j ∈ J2 \ S(σ). Then λj(xj) ∈
{xj , p− 2− xj}, and by (55) and the definition of P we have

µj(xj) ∈ {xj − 2, xj − 3, p+ 1− xj , p− xj},

contradicting that µ = ν ◦ λ with ν ∈ I (see also the table in the proof of [HW22, Lemma 2.6]).
Similarly, suppose that J2∩S(τ) 6= ∅ and we choose j ∈ J2∩S(τ). Then µ′j(xj) ∈ {xj−1, p−1−xj},
so by (55) and the definition of P we have

µj(xj) ∈ {xj − 3, p+ 1− xj}, λj(xj) ∈ {xj , xj − 1, p− 1− xj , p− 2− xj}.

55



This yields a contradiction as before.

We finally show that (iii) implies (i). Let Qτσ ⊆ Qσ be the unique subrepresentation with
cosocle τ (which exists by assumption). It will suffice to show that Qτσ is K1-invariant, and we
will do that by verifying the assumption of [BP12, Cor. 5.7]. Note first that Qτσ is multiplicity
free. By the genericity condition (which in particular implies p > 3) it will suffice to rule out
conditions (a) and (c) of [BP12, Cor. 5.6] for any pair of distinct constituents of Qτσ and for any
0 ≤ j ≤ f − 1. Observe that if τ ′ is a (sufficiently generic) constituent of IndGL2(OK)

I χ′, then the
constituent σ′ described in condition (a) or (c) of [BP12, Cor. 5.6] for some 0 ≤ j ≤ f−1 occurs in
IndGL2(OK)

I χ′α±1
j for some choice of sign, and moreover S(σ′) = S(τ ′) for the parametrizing sets.

It therefore suffices to show that any two distinct constituents of Qτσ have distinct parametrizing
sets.

Suppose that τ ′ ∈ JH(Qτσ) occurs in JH(IndGL2(OK)
I χJ

′
1,J
′
2) for some J ′1 ⊆ J1 and J ′2 ⊆ J2. By

the previous paragraph it is enough to show that S(τ ′) ∩ J1 = J ′1 and S(τ ′) ∩ J2 = J ′′2 , where we
write J ′′i

def= Ji \ J ′i . From τ ′ ∈ JH(Qσ) and τ ∈ JH(Qτ ′) we obtain from Proposition 4.3.6(ii) that

S(σ) t J ′1 ⊆ S(τ ′) ∪ J ′2, S(τ ′) ∩ J ′′1 = ∅, S(τ ′) t J ′′1 ⊆ S(τ) ∪ J ′′2 .

The first and second statements together show that S(τ ′) ∩ J1 = J ′1. The first statement plus
J2 ⊆ S(σ) and the third statement plus S(τ) ∩ J2 = ∅ give S(τ ′) ∩ J2 = J ′′2 , as desired.

4.3.2 Some GL2(OK)-subrepresentations of π

We apply § 4.3.1 to construct some GL2(OK)-subrepresentations of π that will be important in
the proof of Theorem 4.3.15.

For µ ∈P define

Y (µ) def= {j : µj(xj) ∈ {xj , xj + 1, p− 2− xj , p− 3− xj}} ∪ Jcρ, (56)

Z(µ) def= {j : µj(xj) ∈ {xj + 1, xj + 2, p− 1− xj , p− 2− xj}} ∪ Jcρ. (57)

Note that Y (µ) (resp. Z(µ)) is exactly the set of j such that tj 6= yj (resp. tj 6= zj) in (12). Here,
we recall that µj(xj) ∈ {xj + 2, p− 3− xj} implies j ∈ Jρ by (9).

Lemma 4.3.9. Suppose that ρ is 2-generic. Let µ ∈ P and χ
def= χµ. Let J1 ⊆ Y (µ) and

J2 ⊆ Z(µ) be subsets satisfying J1 ∩ J2 = ∅. Then JH(W (χ, χJ1,J2)) ∩ JH(πI1) = {χ} and there
exists a unique (up to scalar) I-equivariant embedding W (χ, χJ1,J2) ↪→ π|I . Moreover,

(i) the image of the induced morphism

IndGL2(OK)
I W (χ, χJ1,J2)→ π|GL2(OK)

has socle σ ∈W (ρ), where σ is the Serre weight determined by Jσ = Jρ ∩ Jµ (via (10));

(ii) σ ∈ JH(IndGL2(OK)
I χ) and it is parametrized by X(µ), where X(µ) is defined in (48).
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Proof. The first claim follows from Lemma 2.3.6(ii) with m = 1. The second follows from the fact
that ExtiI/Z1

(χ′, π) = 0 for χ′ ∈ JH(W (χ, χJ1,J2)/χ) and i = 0, 1 using the first claim together
with assumption (iv) imposed on π; see the proof of Lemma 2.4.2.

By Lemma 4.1.1, the image of IndGL2(OK)
I χ→ π has socle σ and σ is parametrized by X(µ).

To deduce (i) and (ii), it suffices to prove

JH(IndGL2(OK)
I W (χ, χJ1,J2)/χ) ∩W (ρ) = ∅.

This follows from the first claim and the fact that JH(IndGL2(OK)
I χ′)∩W (ρ) = ∅ for any χ′ /∈ πI1

by [Bre14, Prop. 4.2].

Lemma 4.3.10. Let µ ∈ P and σ ∈ W (ρ) be the Serre weight determined by Jσ = Jρ ∩ Jµ. If
σ′ ∈ JH(IndGL2(OK)

I χµ) ∩W (ρ) then S(σ′) ⊆ S(σ) = X(µ). As a consequence, σ ∈ JH(Qσ′),
where Qσ′ denotes the unique quotient of IndGL2(OK)

I χµ with socle σ′.

Proof. Lemma 4.1.1 implies that the image V of the natural map IndGL2(OK)
I χµ → D0(ρ) has

socle σ and JH(V/σ) ∩W (ρ) = ∅. From [Bre14, Prop. 4.3] (applied with χ = χsµ, noting χ 6= χs)
we deduce that S(σ′) ⊆ S(σ) = X(µ).

Now we consider a special situation. Suppose that ρ is 3-generic, so that χµ is 2-generic for
any µ ∈P. Let λ ∈Pss and denote

J1
def= {j ∈ Jcρ : λj(xj) = p− 3− xj}, J2

def= {j ∈ Jcρ : λj(xj) = xj + 2}. (58)

We define an f -tuple µ = (µj(xj)) by

µj(xj)
def=


p− 1− xj if j ∈ J1,

xj if j ∈ J2,

λj(xj) otherwise.
(59)

It is direct to check that µ ∈ P, χλ = χµ
∏
j∈J1 α

−1
j

∏
j∈J2 αj and |Jµ| = |Jλ| − |J1| − |J2|. It is

clear that J1 ⊆ Y (µ), J2 ⊆ Z(µ) and J1 ∩ J2 = ∅. By Lemma 4.3.9 there is a unique embedding
ι : W (χµ, χλ) ↪→ π|I . Consider the induced morphism

ι̃ : IndGL2(OK)
I W (χµ, χλ)→ π|GL2(OK)

and let V be its image. By Lemma 4.3.9, socGL2(OK)(V ) = σ, where σ ∈W (ρ) is the Serre weight
determined by Jσ = Jρ ∩ Jµ, so that χµ contributes to D0,σ(ρ)I1 by Lemma 4.1.1. Also, let τ ∈
W (ρss) be the Serre weight determined by Jτ = Jλ, so that χλ contributes toD0,τ (ρss)I1 by Lemma
3.1.3. Then τ occurs as a subquotient of IndGL2(OK)

I χλ, hence also of IndGL2(OK)
I W (χµ, χλ) (with

multiplicity one by Lemma 4.3.3).

Lemma 4.3.11. Keep the above notation and assume that ρ is 6-generic. We have I(σ, τ) ⊆ V
and

JH(V/I(σ, τ)) ∩W (ρss) = ∅.
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Proof. By Lemma 4.3.9(ii), the Jordan–Hölder factor σ of IndGL2(OK)
I χµ is parametrized by the

subset
X(µ) = {j : µj(xj) ∈ {xj , xj + 1, p− 2− xj , p− 3− xj}}

= J2 t {j : λj(xj) ∈ {xj , xj + 1, p− 2− xj , p− 3− xj}}
(60)

and the Jordan–Hölder factor τ of IndGL2(OK)
I χλ is parametrized by

Xss(λ) def= {j : λj(xj) ∈ {xj , xj + 1, p− 2− xj , p− 3− xj}}.

(As in the proof of Lemma 4.1.1 we use the convention that an underlined entry is only allowed
when j ∈ Jρ.) We check by the definition of µ and (60) that X(µ) ∩ J1 = ∅ and

X(µ) t J1 ⊆ Xss(λ) ∪ J2.

We then conclude by Proposition 4.3.6(ii) (note that χµ is 5-generic) that τ contributes to the
image V of ι̃. Moreover, since J2 ⊆ X(µ) and Xss(λ) ∩ J2 = ∅, Proposition 4.3.8 implies that
τ ∈ V K1 and I(σ, τ) is identified with the unique subrepresentation of V with cosocle τ . This
proves the first assertion.

As V is multiplicity free, it remains to prove

JH(V ) ∩W (ρss) ⊆ JH(I(σ, τ)).

Let χ′ ∈ JH(W (χµ, χλ)) and write χ′ = χ
J ′1,J

′
2

µ for J ′1 ⊆ J1 and J ′2 ⊆ J2. By the definition of Pss,
it is clear that χ′ = χµ′ for some µ′ ∈Pss with

Xss(µ′) = (Xss(λ) \ J ′′1 ) ∪ J ′′2 , (61)

where J ′′1
def= J1\J ′1 and J ′′2

def= J2\J ′2. In particular, χ′ is also 5-generic. Let τ ′ ∈ JH(IndGL2(OK)
I χ′)

be the constituent parametrized by S(τ ′). If τ ′ ∈W (ρss), then S(τ ′) ⊆ Xss(µ′) by Lemma 4.3.10
(applied to ρss), and so S(τ ′) t J ′′1 ⊆ Xss(λ) ∪ J ′′2 by (61). By Proposition 4.3.6(ii) applied
to IndGL2(OK)

I W (χ′, χλ), this implies that τ ′ ∈ JH(V ′τ ), where V ′τ ⊆ IndGL2(OK)
I W (χ′, χλ) is

the unique subrepresentation with cosocle τ (cf. Remark 4.3.7). Hence τ ′ occurs in the unique
subrepresentation Ṽ ′τ of IndGL2(OK)

I W (χµ, χλ) with cosocle τ . If moreover τ ′ ∈ JH(V ), then τ ′

has to occur in the image Vτ ⊆ V of Ṽ ′τ , which is just I(σ, τ) by the previous paragraph. Thus,
we obtain JH(V ) ∩W (ρss) ⊆ JH(Vτ ) = JH(I(σ, τ)).

4.3.3 Generalization of [BP12, § 19]

We generalize [BP12, Lemma 19.7] (Lemma 4.3.13).

Assume that ρ is 3-generic so that χλ is 2-generic for any λ ∈ Pss. Let λ ∈ D ss which
corresponds to σ ∈W (ρss) and let χ def= χσ = χλ (see § 1.3). We let

R̃(χ) def= IndGL2(OK)
I W

(
χs, χs

f−1∏
j=0

αj
)
. (62)
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In particular, R̃(χ) is multiplicity free by Lemma 4.3.3. It is isomorphic to the GL2(OK)-
representation denoted by R̃(σ) in [BP12, § 17]. (Indeed, with the notation in loc. cit., Jσ =
{0, . . . , f −1} by our genericity assumption and W (χ, χ

∏f−1
j=0 α

−1
j ) embeds in σ|I and is identified

with the subspace spanned by xs−iyi ∈ σ for i ∈ {
∑
j∈J p

j : J ⊆ {0, . . . , f − 1}}, where we
have written σ = (s0, . . . , sf−1) ⊗ θ and s

def=
∑f−1
j=0 p

jsj . The representation R̃(σ) is then the
GL2(OK)-subrepresentation of c-IndGL2(K)

GL2(OK)Z σ generated by [
( 0 1
p 0
)
,W (χ, χ

∏f−1
j=0 α

−1
j )], hence is

isomorphic to our R̃(χ) in (62).) Furthermore, in loc. cit. is defined a subrepresentation of R̃(χ),
denoted by R(χ), whose Jordan–Hölder factors consist precisely of all the special ones, cf. [BP12,
Def. 17.2]. We remark that R(χ) is the unique subrepresentation of R̃(χ) whose cosocle is the
socle of IndGL2(OK)

I χs
∏f−1
j=0 αj .

We recall the following result from [BP12, Lemmas 19.5, 19.7]. Let δ(σ) ∈ W (ρss) be the
Serre weight corresponding to δ(λ) ∈ D ss (see § 1.3 for the definition of δ(λ)) and recall that σ[s]

is defined in § 1.3.

Proposition 4.3.12. There is a unique quotient Q(ρss, σ[s]) of R(χ) such that:

• socGL2(OK)Q(ρss, σ[s]) ⊆
⊕

σ′∈W (ρss) σ
′;

• Q(ρss, σ[s]) contains I(δ(σ), σ[s]), the unique subrepresentation of InjΓ δ(σ) with cosocle σ[s]

in which δ(σ) occurs with multiplicity one.

Moreover, we have socGL2(OK)Q(ρss, σ[s]) = δ(σ) and Q(ρss, σ[s]) contains D0,δ(σ)(ρss).

For J ⊆ {0, . . . , f − 1}, we define

R̃J(χ) def= IndGL2(OK)
I W

(
χs, χs

∏
j∈J

αj
)
↪→ R̃(χ)

and RJ(χ) def= R̃J(χ) ∩R(χ). The following result slightly strengthens Proposition 4.3.12.

Lemma 4.3.13. Let J ⊆ {0, . . . , f − 1} be a subset satisfying

J ⊇
{
j : λj(xj) ∈ {xj + 1, p− 2− xj}

}
.

Then D0,δ(σ)(ρss) is contained in the image of RJ(χ) ↪→ R(χ) � Q(ρss, σ[s]). In particular, the
unique quotient of RJ(χ) (or of R̃J(χ)) with socle δ(σ) contains D0,δ(σ)(ρss).

Proof. Clearly we may assume J = {j : λj(xj) ∈ {xj + 1, p − 2 − xj}}. Applying Lemma 3.1.3
to λ[s] (same notation as (50)), and remembering that λ ∈ D ss, we conclude that Xss(λ[s]) = J

parametrizes δ(σ) (as a constituent of IndGL2(OK)
I χsλ). Let ξ ∈ P correspond to δ(σ), so that

S(ξ) = J . Define µξ ∈ I as follows (cf. [BP12, § 19]):

µξ,j(yj)
def=
{
p− 1− yj if ξj(xj) ∈ {xj − 1, xj},
p− 3− yj if ξj(xj) ∈ {p− 2− xj , p− 1− xj}.
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Write σ = (s0, . . . , sf−1) ⊗ θ, so δ(σ) = (ξ0(s0), . . . , ξf−1(sf−1)) ⊗ dete(ξ)(s0,...,sf−1)θ. By [BP12,
Lemma 19.2], D0,δ(σ)(ρss) is equal to I(δ(σ), τ), where

τ = µξ(δ(σ)) def=
(
µξ,0(ξ0(s0)), . . . , µξ,f−1(ξf−1(sf−1))

)
⊗ dete(µξ◦ξ)(s0,...,sf−1)θ.

By Proposition 4.3.12, τ occurs in Q(ρss, σ[s]), hence also in R(χ).

To conclude, it suffices to prove that τ occurs in IndGL2(OK)
I χs

∏
j∈J αj . By [BP12, Lemma

17.12(i)], it is equivalent to proving that J equals

J(µξ ◦ ξ)
def=
{
j ∈ {0, . . . , f − 1} : (µξ ◦ ξ)(xj) ∈ {xj − 2, p− xj}

}
.

By the definition of µξ, we see that J(µξ ◦ ξ) is exactly {j : ξj(xj) ∈ {xj − 1, p− 1− xj}} = S(ξ),
which equals J by above.

4.3.4 K1- and I1-invariants of subrepresentations of π

We describe the K1-invariants, I1-invariants and the GL2(OK)-socles of subrepresentations of π.

By [Hu16, Prop. 5.2], the Γ-representation D0(ρ) admits a unique filtration

0 = D0(ρ)≤−1 ( D0(ρ)≤0 ( · · · ( D0(ρ)≤i ( · · · ( D0(ρ)≤f = D0(ρ) (63)

such that for any 0 ≤ i ≤ f ,
D0(ρ)i

def= D0(ρ)≤i/D0(ρ)≤i−1

is a subrepresentation of D0(ρss)i
def=
⊕
τ∈W (ρss),`(τ)=iD0,τ (ρss) and

socGL2(OK)D0(ρ)i =
⊕

τ∈W (ρss), `(τ)=i
τ. (64)

By construction, D0(ρ)≤i is the largest Γ-subrepresentation of D0(ρ) not containing any τ ∈
W (ρss), `(τ) > i as subquotient. Set D0(ρss)≤i

def=
⊕

j≤iD0(ρss)j . We obtain

JH(D0(ρ)i) = JH(D0(ρ)) ∩ JH(D0(ρss)i), and (65)
JH(D0(ρ)≤i) = JH(D0(ρ)) ∩ JH(D0(ρss)≤i). (66)

Indeed, (65) implies (66). For (65), the inclusion ⊆ is obvious, but both sides form a partition of
JH(D0(ρ)) as i varies, so equality holds.

Since D0(ρ) is multiplicity free and decomposes as
⊕

σ∈W (ρ)D0,σ(ρ), we see that D0(ρ)≤i also
decomposes as a direct sum

D0(ρ)≤i =
⊕

σ∈W (ρ)
D0,σ(ρ)≤i, (67)

where D0,σ(ρ)≤i
def= D0,σ(ρ) ∩ D0(ρ)≤i. (Note that by (66) we have D0,σ(ρ)≤i 6= 0 if and only

if `(σ) ≤ i.) Similarly, D0(ρ)i also decomposes as a direct sum
⊕

τ∈W (ρss),`(τ)=iD0,τ (ρ)i, where
D0,τ (ρ)i

def= D0(ρ)i ∩D0,τ (ρss).
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We remark that by (66) and Lemma 4.3.14 we have for any σ ∈W (ρ):

D0,σ(ρ)≤i
D0,σ(ρ)≤i−1

=
⊕

τ∈W (ρss),`(τ)=i,Jσ=Jρ∩Jτ

D0,τ (ρ)i. (68)

Lemma 4.3.14. Let τ ∈W (ρss) and σ ∈W (ρ) be the element such that Jσ = Jρ ∩ Jτ . Then

JH(D0,τ (ρss)) ∩ JH(D0(ρ)) ⊆ JH(D0,σ(ρ)).

Proof. This is a consequence of [BP12, Lemma 15.3].

Theorem 4.3.15. Assume that ρ is 6-generic. Let π1 be a subrepresentation of π. Then there
exists a unique integer i0 = i0(π1) with −1 ≤ i0 ≤ f such that

πK1
1 = D0(ρ)≤i0 .

Proof. If πK1
1 = 0 (resp. πK1

1 = D0(ρ)) we are done, with i0 = −1 (resp. i0 = f). Otherwise, by
(63) there exists a unique integer −1 < i0 < f such that D0(ρ)≤i0 ⊆ π

K1
1 and D0(ρ)≤i0+1 * πK1

1 .
We need to prove that the (first) inclusion is an equality. Suppose this is not the case. Then we
may find a Serre weight τ which embeds in πK1

1 /D0(ρ)≤i0 , hence also embeds in D0(ρ)/D0(ρ)≤i0 .
This implies that τ ∈ W (ρss) with `(τ) > i0 by (63) and (64). Thus, there exists a Serre weight
τ satisfying the condition

τ ∈W (ρss) ∩ JH(πK1
1 ), `(τ) > i0. (69)

We choose τ satisfying (69) such that `(τ) is minimal.

Step 1. We prove that `(τ) = i0 +1. First assume τ ∈W (ρss)\W (ρ) and let σ ∈W (ρ) be the
Serre weight with Jσ = Jρ ∩ Jτ . Note that τ ∈ JH(D0(ρ)) by Lemma 4.1.2, so I(σ, τ) ↪→ D0(ρ)
by Lemma 4.1.3, and thus I(σ, τ) ⊆ πK1

1 . Since σ 6= τ , we have radΓ(I(σ, τ)) 6= 0, and by using
again Lemma 4.1.3 we have

JH(radΓ(I(σ, τ))) ⊆W (ρss) ∩ JH(πK1
1 ).

By the choice of τ , we must have `(τ ′) ≤ i0 for any τ ′ ∈ JH(radΓ(I(σ, τ))). Then by the
second sentence of Lemma 4.1.3 and remembering that `(τ ′) = |Jτ ′ | for τ ′ ∈ W (ρss), this forces
`(τ) ≤ i0 + 1, hence `(τ) = i0 + 1 (as `(τ) > i0 by construction).

Next, we assume that τ ∈W (ρ), i.e. τ occurs in the GL2(OK)-socle of π. This is equivalent to
Jτ ⊆ Jρ. Note that in this case we have τ ↪→ πK1

1 . By assumption, `(τ) = i0 + 1 > 0. By Lemma
3.1.3 (resp. Lemma 4.1.1), using the observation Jµ[s] = δ(Jµ) for µ ∈ D ss, the Serre weight τ [s]

occurs in D0,τ1(ρss) (resp. D0,σ1(ρ)), where τ1 ∈ W (ρss) and σ1 ∈ W (ρ) are uniquely determined
by

Jτ1 = δ(Jτ ), Jσ1 = Jρ ∩ δ(Jτ ).

Moreover, the image of IndGL2(OK)
I χsτ → π1 is equal to I(σ1, τ

[s]), which contains τ1 as a sub-
quotient (by Lemma 4.3.10 applied to ρss and χµ = χτ [s]), so we have τ1 ∈ JH(πK1

1 ). We
note that `(τ1) = `(τ) > i0, thus τ1 also satisfies (69) and `(τ1) is minimal subject to (69). If
again τ1 ∈ W (ρ), i.e. Jτ1 ⊆ Jρ, we may continue this procedure to obtain τ2 and σ2. Since
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Jτ 6= ∅, Jρ 6= {0, . . . , f − 1}, we finally arrive at some τn with Jτn = δn(Jτ ) * Jρ, equiva-
lently τn ∈ W (ρss) \ W (ρ), and we are reduced to the case in the previous paragraph. Thus
`(τ) = `(τn) = i0 + 1 as desired.

Step 2. Let λ ∈ D ss be the element corresponding to τ , and define the f -tuple µ = (µj(xj))
as in (59), i.e. µj(xj) = p− 1− xj if j ∈ J1 and µj(xj) = λj(xj) otherwise, where

J1
def= {j ∈ Jcρ : λj(xj) = p− 3− xj} (and J2 = ∅).

It is direct to check that µ ∈ P and χλ = χµ
∏
j∈J1 α

−1
j . We also note that Jρ ∩ Jλ ⊆ Jµ ⊆ Jλ,

i.e. Jρ ∩ Jλ = Jµ. Let

J̃1
def= {j : λj(xj) ∈ {xj + 1, p− 2− xj}} = {j : µj(xj) ∈ {xj + 1, p− 2− xj}}.

Then J1 ∩ J̃1 = ∅ and J def= J1 t J̃1 ⊆ Y (µ), where Y (µ) is defined in (56). By Lemma 4.3.9, there
is a unique (up to scalar) I-equivariant embedding ι : W (χµ, χ′′) ↪→ π|I , where

χ′′
def= χJ,∅µ = χµ

∏
j∈J

α−1
j .

Note that W (χµ, χλ) ↪→W (χµ, χ′′) by construction (Lemma 4.3.1).

Step 3. We prove that im(ι) is contained in π1. It is equivalent to prove that V is contained
in π1, where V denotes the image of the GL2(OK)-equivariant morphism (induced by Frobenius
reciprocity)

ι̃ : IndGL2(OK)
I W (χµ, χ′′)→ π|GL2(OK).

Note that V is contained in πK1 ∼=
⊕
σ′∈W (ρ)D0,σ′(ρ), since W (χµ, χ′′) is fixed by K1 by Lemma

4.3.1. By Lemma 4.3.9, V is contained in D0,σ(ρ), where σ ∈ W (ρ) is as in Step 1. For J ′ ⊆ J ,
let τJ ′ be the cosocle of IndGL2(OK)

I χµ
∏
j∈J ′ α

−1
j , i.e. the unique Serre weight with (τJ ′)I1 =

χµ
∏
j∈J ′ α

−1
j . Note that τJ1 = τ . It follows from Proposition 4.3.6(i) that

cosocΓ(V ) ∼=
⊕

J ′⊆J, τJ′∈JH(V )

τJ
′
. (70)

By multiplicity freeness of πK1 it suffices to show that τJ ′ occurs in πK1
1 for each J ′ ⊆ J satisfying

τJ
′ ∈ JH(V ). If J ′ = J1, this is true by assumption, so we may assume J ′ 6= J1 in the following.

We have I(σ, τ) ↪→ V by Lemma 4.3.11, and JH(I(σ, τ)) ⊆W (ρss) by Lemma 4.1.3. Moreover,
we have

JH(V/I(σ, τ)) ∩W (ρss) = ∅. (71)

This follows from Lemma 4.3.11 by noting that if χ′ ∈ JH(W (χµ, χ′′)) \ JH(W (χµ, χλ)), then
χ′ /∈ JH(D0(ρss)I1) by the explicit description of Pss and so JH(IndGL2(OK)

I χ′) ∩W (ρss) = ∅ by
[Bre14, Prop. 4.2].

Now fix J ′ ⊆ J satisfying J ′ 6= J1 and τJ
′ ∈ JH(V ). In particular τJ ′ 6= τ . As V is

K1-invariant, I(σ, τJ ′) ⊆ V . If I(σ, τJ ′) * D0(ρ)≤i0 , equivalently the morphism I(σ, τJ ′) →
D0(ρ)/D0(ρ)≤i0 is nonzero, then JH(I(σ, τJ ′)) would contain some element τ ′ ∈ W (ρss) with
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`(τ ′) ≥ i0 +1, by (64). As τ ′ must contribute to I(σ, τ) by (71), by Lemma 4.1.3 we deduce τ ′ = τ
(as otherwise `(τ ′) < `(τ) = i0 + 1) and hence τ ∈ JH(I(σ, τJ ′)). But τ is a quotient of V by (70)
and hence of I(σ, τJ ′), so τJ ′ = τ , contradiction. Hence τJ ′ occurs in D0(ρ)≤i0 ⊆ π

K1
1 , as desired.

Step 4. Our goal is to prove that D0(ρ)≤i0+1 ⊆ πK1
1 , which will contradict our choice of i0.

By the multiplicity freeness of πK1 , it suffices to prove

JH(D0(ρ)i0+1) ⊆ JH(πK1
1 ),

or equivalently (by (65)),

JH(D0,τ ′(ρss)) ∩ JH(D0(ρ)) ⊆ JH(πK1
1 ) (72)

for any τ ′ ∈ W (ρss) satisfying `(τ ′) = i0 + 1. In this step we prove that (72) holds under the
additional hypothesis that τ ′ ∈ JH(πK1

1 ).

We may assume that τ ′ = τ and let again λ ∈ D ss correspond to τ . Since π1 carries an
action of

( 0 1
p 0
)
, we deduce an injective morphism κ : W (χsµ, χ′′s) ↪→ π1|I from Step 3, hence a

GL2(OK)-equivariant morphism (induced by Frobenius reciprocity)

κ̃ : IndGL2(OK)
I W (χsµ, χ′′s)→ π1|GL2(OK).

Let σ1 ∈ W (ρ) be the Serre weight such that χsµ contributes to D0,σ1(ρ)I1 . Then σ1 occurs
in IndGL2(OK)

I χsµ and is parametrized by X(µ[s]) (recall from (50) that µ[s] ∈ P is the f -tuple
corresponding to χsµ). Similarly, let τ1 = δ(τ) ∈W (ρss) be such that χsλ contributes toD0,τ1(ρss)I1 ,
then τ1 occurs in IndGL2(OK)

I χsλ and is parametrized by Xss(λ[s]). By Lemma 4.3.9 (applied with
(µ[s], ∅, J) for (µ, J1, J2) there) we see that socGL2(OK)(im(κ̃)) = σ1. By Lemma 4.3.11 (applied
with λ[s], resp. µ[s], instead of λ, resp. µ, and noting that W (χsµ, χsλ) ↪→ W (χsµ, χ′′s)) we deduce
that I(σ1, τ1) ⊆ im(κ̃)K1 ⊆ πK1

1 . In particular, τ1 ∈ JH(πK1
1 ). We also note that Jσ1 = Jρ ∩ Jτ1 .

(Using Lemmas 4.1.1 and 3.1.3 we have Jσ1 = Jρ ∩ Jµ[s] , Jτ1 = Jλ[s] , and recall from Step 2 that
λj = µj , hence λ[s]

j = µ
[s]
j , for all j ∈ Jc1 ⊇ Jρ.)

By Lemma 4.3.13 applied to R̃
J̃1

(χλ), and noting that we have a surjection

IndGL2(OK)
I W (χsµ, χ′′s) � IndGL2(OK)

I W (χsλ, χ′′s) = R̃
J̃1

(χλ),

we see that the unique quotient Qτ1 of IndGL2(OK)
I W (χsµ, χ′′s) with socle δ(τ) = τ1 contains

D0,τ1(ρss). As τ1 occurs in Qσ1 = im(κ̃) (the unique quotient with socle σ1), we see that Qσ1

surjects onto Qτ1 and hence contains D0,τ1(ρss) as subquotient. By Lemma 4.3.14, we have

JH(D0,τ1(ρss))∩JH(D0(ρ)) ⊆ JH(D0,τ1(ρss))∩JH(D0,σ1(ρ)) ⊆ JH(Qσ1)∩JH(D0,σ1(ρ)) ⊆ JH(QK1
σ1 ),

where the last inclusion results from Proposition 4.3.8 (applied with σ = σ1 and varying τ).
As Qσ1 = im(κ̃) ⊆ π1, (72) holds for τ ′ = τ1. Repeating the same argument with τ ′ = τ1 ∈
W (ρss)∩ JH(πK1

1 ), which still has length i0 + 1, we see that (72) holds for all δn(τ), in particular
for τ itself as δ(·) is periodic. Thus, we deduce that (72) holds for all τ ′ ∈ W (ρss) such that
`(τ ′) = i0 + 1 and τ ′ ∈ JH(πK1

1 ).
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Step 5. We modify the proof of [BP12, Thm. 15.4] to show that (72) holds for any τ ′ ∈
W (ρss) with `(τ ′) = i0 + 1. We may assume that i0 + 1 < f . As in the previous step we
start with τ ∈ W (ρss) ∩ JH(πK1

1 ) and recall that `(τ) = i0 + 1. Write Jτ = S1 t · · · t Sr with
Si = {ai, ai + 1, . . . , bi = ai + `i − 1} (thought of inside Z/fZ), 0 ≤ a1 < a2 < · · · < ar < f , and
bi + 1 /∈ Jτ for each 1 ≤ i ≤ r. In particular, `(τ) =

∑r
i=1 `i. Fix 1 ≤ i ≤ r. Define an f -tuple λ

as follows (note that λ has a different meaning than in the previous steps):

λj(xj) =


p− 3− xj if j ∈ Jτ \ {bi},
xj + 1 if j = bi,

p− 2− xj if j = bi + 1,
p− 1− xj otherwise.

Then it is direct to check that λ ∈ Pss and |Jλ| = i0 + 1. Moreover, letting τ ′ ∈ W (ρss) be the
element such that χsλ contributes to D0,τ ′(ρss), by Lemma 3.1.3 applied to χsλ we have

Jτ ′ = (Jτ \ {bi}) t {bi + 1}, (73)

so in particular, `(τ ′) = `(τ) = i0 + 1. Below we will prove that τ ′ ∈ JH(πK1
1 ), so that (72) holds

for τ ′ by Step 4. By repeating this procedure, it is easy to see using (73) that (72) holds for any
τ ′ ∈W (ρss) of length i0 + 1.

We define µ ∈P as in Step 2, with J1
def= {j ∈ Jcρ : λj(xj) = p− 3− xj} (and J2 = ∅). Then

W (χµ, χλ) ↪→ π|I1 by Lemma 4.3.9. We claim that the image is contained in π1, or equivalently
that the image V of the induced map IndGL2(OK)

I W (χµ, χλ) → πK1 is contained in πK1
1 . As in

Step 3, letting τJ ′ denote the cosocle of IndGL2(OK)
I χµ

∏
j∈J ′ α

−1
j , where J ′ ⊆ J1, it suffices to

show that τJ ′ ∈ JH(V ) implies τJ ′ ∈ JH(πK1
1 ) for any J ′ ⊆ J1. Assume τJ ′ ∈ JH(V ) for some

J ′ ⊆ J1 and define an f -tuple µ′ by µ′j(xj) = µj(xj) − 2 = λj(xj) if j ∈ J ′, µ′j(xj) = µj(xj)
otherwise, so that χµ′ = χµ

∏
j∈J ′ α

−1
j . Then µ′ ∈ Pss and |Jµ′ | ≤ |Jλ| = i0 + 1, with equality

holding if and only if µ′ = λ (i.e. J ′ = J1). If J ′ = J1, then τJ
′ ∈ JH(D0,τ (ρss)) ∩ JH(D0(ρ))

(by Lemma 3.1.3) and so τJ ′ ∈ JH(πK1
1 ) by (72) for τ ′ = τ in Step 4. If J ′ ( J1, then τJ

′ ∈
JH(D0(ρss)≤i0) ∩ JH(D0(ρ)) = JH(D0(ρ)≤i0) ⊆ JH(πK1

1 ), by assumption. This proves the claim.
By Lemma 4.3.11, τ ′ is contained in the K1-invariants of the image of IndGL2(OK)

I W (χsµ, χsλ)
in π1, hence τ ′ ∈ JH(πK1

1 ) as desired.

Corollary 4.3.16. Let i0 = i0(π1) with −1 ≤ i0 ≤ f be as in Theorem 4.3.15. Then

JH(πI1
1 ) = {χλ : λ ∈P such that |Jλ| ≤ i0}. (74)

Proof. By Lemma 3.1.3, χ is contained in the right-hand side of (74) if and only if χ ∈
JH(D0(ρ)I1)∩ JH(D0(ρss)I1

≤i0). As JH(πI1
1 ) ⊆ JH(D0(ρ)I1)∩ JH(D0(ρss)I1

≤i0) by (66) and Theorem
4.3.15, we deduce that “⊆” holds in (74). Conversely, if χ ∈ JH(D0(ρ)I1) ∩ JH(D0(ρss)I1

≤i0), then
χ contributes to D0(ρ)I1

i for some i, hence to D0(ρss)I1
i , which implies i ≤ i0. In particular, χ

does not contribute to D0(ρ)I1
i for any i > i0, so χ contributes to D0(ρ)I1

≤i0 = πI1
1 by Theorem

4.3.15.
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Corollary 4.3.17. Let i0 = i0(π1) with −1 ≤ i0 ≤ f be as in Theorem 4.3.15. Then

socGL2(OK)(π1) ∼=
⊕

σ∈W (ρ),`(σ)≤i0

σ.

Proof. Note that socGL2(OK)(π1) is multiplicity free by Corollary 4.3.16. If σ ⊆ π1|GL2(OK) is an
irreducible subrepresentation, then σ ∈W (ρ), `(σ) ≤ i0 by Theorem 4.3.15 and (64). Conversely,
suppose that σ ∈ W (ρ) with `(σ) ≤ i0. Then σ ↪→ D0(ρ)≤i0 by the sentence after (64), hence
σ ⊆ π1|GL2(OK) by Theorem 4.3.15.

Remark 4.3.18. In particular, a subrepresentation π1 is not determined by πI1
1 . For example,

if Jρ = ∅, then it follows from the definitions that |Jλ| ≤ f/2 for all λ ∈ P. Likewise, π1 is not
determined by socGL2(OK)(π1). (On the other hand, π1 is determined by πK1

1 by Theorem 4.4.8.)

We conclude with a result on higher Iwahori invariants.

Proposition 4.3.19. Assume that ρ is max{6, 2f + 1}-generic. Let i0 = i0(π1) with −1 ≤ i0 ≤ f
be as in Theorem 4.3.15. Then for any λ ∈ Pss \P such that |Jλ| = i0 + 1, the character χλ
does not occur in π1[mf+1].

Proof. Define disjoint subsets J1, J2 of {0, 1, . . . , f − 1} and µ ∈P as in (58) and (59).

We let again σ ∈ W (ρ) be the Serre weight determined by Jσ = Jρ ∩ Jµ and τ ∈ W (ρss)
be the Serre weight determined by Jτ = Jλ. We also recall that there is a unique embedding ι :
W (χµ, χλ) ↪→ π|I and let V be the image of the induced morphism ι̃ : IndGL2(OK)

I W (χµ, χλ)→ π.
By Lemma 4.3.11, I(σ, τ) ⊆ V K1 .

Note that χλ contributes to D0,τ (ρss)I1 by Lemma 3.1.3, so `(τ) = |Jλ| = i0 + 1.

Suppose by contradiction that χλ ∈ JH(π1[mf+1]). As |J1|+ |J2| ≤ f we see by Lemma 4.3.1
and multiplicity freeness of π[mf+1] (which holds by Corollary 2.4.3(ii), applied with n = f + 1
and r = 1) that im(ι) ⊆ π1 and hence V ⊆ π1. Since I(σ, τ) ⊆ V K1 , we deduce that τ ∈ JH(πK1

1 ).
By Theorem 4.3.15, JH(πK1

1 ) ⊆ JH(D0(ρss)≤i0), contradicting `(τ) = i0 + 1.

4.4 Finite length

We prove that (the duals of) subrepresentations and quotients of π are Cohen–Macaulay Λ-
modules of grade 2f . We deduce many results on the structure of π as a GL2(K)-representation,
including that it is of finite length.

In the proofs we will use the functor D∨ξ (see the paragraph preceding Proposition 3.2.2). We
first state a theorem of Yitong Wang [Wan, Thm. 1.2] that will be essential for our proof.

Theorem 4.4.1 (Y. Wang). Assume that 2f < rj < p− 2− 2f for all 0 ≤ j ≤ f − 1. Let π1 be
a subrepresentation of π. Then we have

dimF((X))D
∨
ξ (π1) = | JH(πK1

1 ) ∩W (ρss)|.
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By equation (64) we deduce the following corollary.

Corollary 4.4.2. Assume that ρ is max{6, 2f + 1}-generic. Let i0 = i0(π1) with −1 ≤ i0 ≤ f be
as in Theorem 4.3.15. Then

dimF((X))D
∨
ξ (π1) =

∑
i≤i0

(
f

i

)
.

We denote by N the graded module defined in § 2.3, namely

N
def=
⊕
λ∈P

χ−1
λ ⊗

R

a(λ) .

If ρ is moreover 9-generic we have grm(π∨) ∼= N by Theorem 2.1.2. From now on, we thus assume
that ρ is max{9, 2f + 1}-generic (in addition to assumptions (i)–(iv)).

Proposition 4.4.3. Assume that ρ is max{9, 2f+1}-generic. Let 0 ( π1 ( π be a subrepresenta-
tion of π and let π2

def= π/π1. Then both grm(π∨1 ) and grF (π∨2 ) are Cohen–Macaulay gr(Λ)-modules
of grade 2f , where F denotes the filtration induced from π∨. In particular, π∨1 and π∨2 are Cohen–
Macaulay Λ-modules of grade 2f .

Remark 4.4.4. It is easy to see that F does not coincide with the m-adic filtration in general
(when ρ is nonsplit), for example because πI1

2 is bigger than πI1/πI1
1 already when f = 1 and π1

is a principal series representation. We will determine grm(π∨2 ) in [BHH+c].

Recall the ideals I(J1, J2, d) and I(J1, J2, d, t) = I(J1, J2, d) + (t) of R from Definition 4.2.4,
where J1, J2 are disjoint subsets of {0, . . . , f−1}, d ∈ Z, and tj ∈ {yj , zj , yjzj} for all 0 ≤ j ≤ f−1.
If d ≥ 1, the ideal I(J1, J2, d) is generated by all

∏
j∈J ′1

yj
∏
j∈J ′2

zj with J ′1 ⊆ J1, J ′2 ⊆ J2,
|J ′1|+ |J ′2| = d (plus all tj for I(J1, J2, d, t)). If d ≤ 0 these ideals equal R.

For λ ∈P define the ideal of R,

ai01 (λ) def= I(J1, J2, i0 + 1− |Jλ|) + a(λ), (75)

where J1
def= {j ∈ Jcρ : λj(xj) = p − 1 − xj} and J2

def= {j ∈ Jcρ : λj(xj) = xj}. In other words,
ai01 (λ) = I(J1, J2, i0 + 1− |Jλ|, t), where tj ∈ {yj , zj , yjzj} is defined in (12) in terms of λ. (Note
that tj = yjzj for all j ∈ J1 t J2.) By definition, ai01 (λ) = R if i0 < |Jλ| and ai01 (λ) = a(λ) if
|J1|+ |J2| < i0 + 1− |Jλ|.

Proof of Proposition 4.4.3. For most of the proof we allow the extreme cases π1 = 0 and π1 = π.

Step 1. We show that for λ ∈P the ideal ai01 (λ) kills the χ−1
λ -eigenspace of grm(π∨1 )0 ∼= (πI1

1 )∨
inside grm(π∨1 ).

By Corollary 4.3.16 we may assume that |Jλ| ≤ i0. We already know that the χ−1
λ -eigenspace

is killed by a(λ) ([BHH+a, Thm. 3.3.2.1], [HW22, Cor. 8.12]), so let us take a monomial∏
j∈J ′1

yj
∏
j∈J ′2

zj with J ′1 ⊆ J1, J ′2 ⊆ J2, |J ′1|+ |J ′2| = i0 + 1− |Jλ| (in particular of degree > 0).
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Define λ′ ∈ Pss by letting λ′j(xj)
def= λj(xj) − 2 if j ∈ J ′1, λ′j(xj)

def= λj(xj) + 2 if j ∈ J ′2, and
λ′j(xj)

def= λj(xj) otherwise. Then λ′ ∈ Pss \P using the definition of Pss and (9). Moreover,
|Jλ′ | = |Jλ| + (i0 + 1 − |Jλ|) = i0 + 1. By Proposition 4.3.19 we deduce (on the dual side) that
the monomial

∏
j∈J ′1

yj
∏
j∈J ′2

zj kills the χ−1
λ -eigenspace of grm(π∨1 )0 inside grm(π∨1 ).

Step 2. Define N i0
1

def=
⊕
λ∈P χ−1

λ ⊗ R/a
i0
1 (λ) and let N i0

2 be the kernel of the natural map
N � N i0

1 . Consider the induced short exact sequence

0→ grF (π∨2 )→ grm(π∨)→ grm(π∨1 )→ 0,

where F is the filtration on π∨2 induced from the m-adic filtration on π∨. By Step 1 the morphism
N

∼−→ grm(π∨) � grm(π∨1 ) factors through N i0
1 , hence we get an induced commutative diagram

0 // grF (π∨2 ) // grm(π∨) // grm(π∨1 ) // 0

0 // N i0
2

//
?�

OO

N //

∼=

OO

N i0
1

//

OOOO

0

with injective (resp. surjective) vertical map on the left (resp. right). Thus

Z(N i0
1 ) ≥ Z(grm(π∨1 )), Z(N i0

2 ) ≤ Z(grF (π∨2 )). (76)

Step 3. We show that N i0
1 and N i0

2 are Cohen–Macaulay of grade 2f , or zero.

First note that jgr(Λ)(N i0
1 ) ≥ jgr(Λ)(N) = 2f . By Corollary 4.2.5 and [BHH+a, Lemma 3.3.1.9],

N i0
1 is a Cohen–Macaulay gr(Λ)-module of grade 2f , or zero. (We may omit the terms in the

direct sum with |Jλ| > i0, as they vanish.) As N i0
2 = ker(N � N i0

1 ) and both N and N i0
1 are

Cohen–Macaulay of grade 2f , or zero, so is N i0
2 .

Step 4. We show that grm(π∨1 ) and grF (π∨2 ) are Cohen–Macaulay of grade 2f .

By assumption (iii) we have E2f
Λ (π∨) ∼= π∨ ⊗ det(ρ)ω−1 as GL2(K)-representations. As in

the proof of [BHH+a, Prop. 3.3.5.3(iii)] we may construct a subrepresentation π̃2 ⊆ π such that
Z(gr(π̃∨2 )) = Z(gr(π∨2 )) (with respect to any good filtrations). By [BHH+a, Prop. 3.3.5.3(i)] and
the exactness of D∨ξ we have

dimF((X))D
∨
ξ (π̃2) = dimF((X))D

∨
ξ (π2) = dimF((X))D

∨
ξ (π)− dimF((X))D

∨
ξ (π1).

By Corollary 4.4.2 we deduce that i0(π̃2) = f − 1− i0(π1).

In particular, noting that N i0
1 only depends on i0 = i0(π1), we deduce by (76) applied to the

subrepresentation π̃2 that Z(Nf−1−i0
1 ) ≥ Z(grm(π̃∨2 )). Hence

Z(Nf−1−i0
1 ) ≥ Z(gr(π̃∨2 )) = Z(gr(π∨2 )) ≥ Z(N i0

2 ) = Z(N)−Z(N i0
1 ). (77)

We claim that equality holds, and it suffices to show that m(N i0
1 ) +m(Nf−1−i0

1 ) = m(N).

As N i0
1 =

⊕
λ∈P χ−1

λ ⊗R/a
i0
1 (λ) and the involution λ 7→ λ∗ preserves (i.e. induces a bijection

on) P by [BHH+a, Lemma 3.3.1.7(i)], it suffices to show that

m(R/ai01 (λ)) +m(R/af−1−i0
1 (λ∗)) = m(R/a(λ)) for each λ ∈P. (78)
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Fix now λ ∈ P. Recall that ai01 (λ) = I(J1, J2, i0 + 1 − |Jλ|, t), where J1 = {j ∈ Jcρ : λj(xj) =
p−1−xj}, J2 = {j ∈ Jcρ : λj(xj) = xj}, and tj ∈ {yj , zj , yjzj} is defined in (12). Let J def= J1tJ2.
By Lemma 4.1.4 we have |Jλ| + |Jλ∗ | + |J | = f (and J is unchanged when λ is replaced by λ∗).
By Lemma 4.2.6 we have

m(R/ai01 (λ)) = 2|{j:λj(xj)∈{xj+1,p−2−xj}}|

 ∑
i<i0+1−|Jλ|

(
|J |
i

) , (79)

noting that {j ∈ Jc : tj = yjzj} = {j : λj(xj) ∈ {xj + 1, p− 2− xj}}. In particular, taking i0 = f
and noting that |Jλ|+ |J | ≤ f by Lemma 4.1.4 (or by arguing directly) we have,

m(R/a(λ)) = 2|{j:λj(xj)∈{xj+1,p−2−xj}}| · 2|J |. (80)

From (79) and the definition of λ 7→ λ∗ in [BHH+a, Def. 3.3.1.6] we obtain

m(R/af−1−i0
1 (λ∗)) = 2|{j:λj(xj)∈{xj+1,p−2−xj}}|

 ∑
i<f−i0−|Jλ∗ |

(
|J |
i

) ,
By Lemma 4.1.4,

∑
i<f−i0−|Jλ∗ |

(
|J |
i

)
=

∑
i<|J |+|Jλ|−i0

(
|J |
i

)
=

∑
i>i0−|Jλ|

(
|J |
i

)
,

and we deduce (78) and hence equality in (77) and (76).

Since N i0
1 is Cohen–Macaulay, hence pure (by combining Prop. 3.5(v)(a) and Prop. 3.9(i)

in [Ven02]), or since N i0
1 = 0, any nonzero submodule of N i0

1 has a nonzero cycle. Hence the
surjection N i0

1 � grm(π∨1 ) must be an isomorphism and consequently grF (π∨2 ) ∼= N i0
2 by Step 2.

We finally assume that π1 6= 0 and π1 6= π. Then the isomorphisms we just established show that
N i0

1 6= 0 and N i0
2 6= 0, so both N i0

1 and N i0
2 are Cohen–Macaulay by Step 3. Hence π∨1 and π∨2 are

Cohen–Macaulay, because if a finitely generated Λ-module M admits a good filtration such that
the associated graded module is Cohen–Macaulay, then M itself is Cohen–Macaulay by [LvO96,
Prop. III.2.2.4].

Corollary 4.4.5. Assume that ρ is max{9, 2f + 1}-generic. Let i0 = i0(π1) with −1 ≤ i0 ≤ f be
as in Theorem 4.3.15. Then

grm(π∨1 ) ∼=
⊕
λ∈P

χ−1
λ ⊗

R

ai01 (λ)

and
grF (π∨2 ) ∼=

⊕
λ∈P

χ−1
λ ⊗

ai01 (λ)
a(λ) ,

where F denotes the filtration induced from π∨.

Corollary 4.4.6. Assume that ρ is max{9, 2f + 1}-generic. Suppose that π′ = π′1/π1 is any
nonzero subquotient of π, where π1 ( π′1 ⊆ π. Let i0

def= i0(π1), i′0
def= i0(π′1), so −1 ≤ i0 < i′0 ≤ f .
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Let F denote the subquotient filtration on π′∨ induced from the m-adic filtration on π∨. Then

grF (π′∨) ∼=
⊕
λ∈P

χ−1
λ ⊗

ai01 (λ)
a
i′0
1 (λ)

. (81)

Moreover, grF (π′∨) (resp. π′∨) is Cohen–Macaulay of grade 2f .

Proof. The exact sequence 0→ π′∨ → π′∨1 → π∨1 → 0 of Λ-modules gives rise to an exact sequence

0→ grF (π′∨)→ gr(π′∨1 )→ gr(π∨1 )→ 0.

The second map is identified with the natural map
⊕
λ∈P χ−1

λ ⊗R/a
i′0
1 (λ)→

⊕
λ∈P χ−1

λ ⊗R/a
i0
1 (λ)

by Corollary 4.4.5 (cf. Step 2 of the proof of Proposition 4.4.3). Formula (81) follows. As gr(π′∨1 ),
gr(π∨1 ) (resp. π′∨1 , π∨1 ) are Cohen–Macaulay of grade 2f by Proposition 4.4.3, so is grF (π′∨) (resp.
π′∨). (If 0 → M ′ → M → M ′′ → 0 is an exact sequence of Λ-modules (resp. gr(Λ)-modules)
and M and M ′′ are Cohen–Macaulay of the same grade j, then M ′ is zero or Cohen–Macaulay
of grade j by [LvO96, Cor. III.2.1.6].)

For 0 ≤ j ≤ f , let Pss
j (resp. Pj) denote the subset of λ ∈Pss (resp. λ ∈P) with |Jλ| = j.

Corollary 4.4.7. Keep the assumptions and notation in Corollary 4.4.6. There is an H-equiva-
riant isomorphism

F⊗gr(Λ) grF (π′∨) ∼=
⊕
λ

χ−1
λ ,

where λ runs through all λ ∈Pss
i0+1 ∪

(⋃
i0+2≤j≤i′0 Pj

)
.

Proof. We first look at Xi0,i′0
(λ) def= F ⊗R ai01 (λ)/ai

′
0

1 (λ) for λ ∈ P. If |Jλ| > i′0, then ai01 (λ) =
a
i′0
1 (λ) = R, so Xi0,i′0

(λ) = 0; if i0 < |Jλ| ≤ i′0, then ai01 (λ) = R while a
i′0
1 (λ) ⊆ mR (the

unique maximal graded ideal in R), so Xi0,i′0
(λ) ∼= F. Finally suppose |Jλ| ≤ i0, and recall

ai1(λ) = I(J1, J2, i+ 1− |Jλ|) + a(λ), where J1, J2 are as in (75). Hence I(J1, J2, i
′
0 + 1− |Jλ|) ⊆

mRI(J1, J2, i0 + 1− |Jλ|) and so

Xi0,i′0
(λ) ∼= F⊗R I(J1, J2, i0 + 1− |Jλ|) ∼=

⊕
(J ′1,J ′2)

F
( ∏
j∈J ′1

yj
∏
j∈J ′2

zj
)
,

where (J ′1, J ′2) runs through all pairs with J ′1 ⊆ J1, J ′2 ⊆ J2, |J ′1| + |J ′2| = i0 + 1 − |Jλ|. Step 1
of the proof of Proposition 4.4.3 shows that to each pair (J ′1, J ′2) as above, one can associate an
element λ′ ∈ Pss \P with |Jλ′ | = i0 + 1, such that χ−1

λ

∏
j∈J ′1

αj
∏
j∈J ′2

α−1
j = χ−1

λ′ . Conversely,
by the construction in (59), any element λ′ ∈Pss \P with |Jλ′ | = i0 + 1 arises in this way and
λ′ uniquely determines λ ∈P and J ′1, J ′2. The result follows from this combined with Corollary
4.4.6.

Theorem 4.4.8. Assume that ρ is max{9, 2f + 1}-generic.

(i) Any subquotient of π is generated by its K1-invariants.
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(ii) The representation π is uniserial of length at most f + 1. More precisely, suppose that π1,
π′1 are any subrepresentations of π. Then the following are equivalent:

(a) π1 ⊆ π′1;
(b) πK1

1 ⊆ π′K1
1 ;

(c) i0(π1) ≤ i0(π′1);
(d) dimF((X))D

∨
ξ (π1) ≤ dimF((X))D

∨
ξ (π′1).

(iii) If π′ is any nonzero subquotient of π, then D∨ξ (π′) is nonzero.

Proof. (i) The quotient of any GL2(K)-representation generated by its K1-invariants is generated
by its K1-invariants, hence it suffices to consider the case of a subrepresentation π1 ⊆ π. Let
π′1

def= 〈GL2(K) · πK1
1 〉 be the subrepresentation of π1 generated by πK1

1 , so π′K1
1 = πK1

1 . By
Theorem 4.3.15 we have i0(π′1) = i0(π1). By the proof of Proposition 4.4.3 the natural map
grm(π∨1 ) � grm(π′∨1 ) is an isomorphism (consider the diagram in Step 2), so π′1 = π1.

(ii) To show the equivalence, we note that (a)⇒(b) and the converse holds by part (i), (b)⇔(c)
by Theorem 4.3.15, and (c)⇔(d) by Corollary 4.4.2. Finally, condition (c) implies that π is
uniserial of length at most f + 1.

(iii) Write π′ = π′1/π1 for some subrepresentations π1 ( π′1 ⊆ π. By part (ii) we deduce that
dimF((X))D

∨
ξ (π1) < dimF((X))D

∨
ξ (π′1). We conclude by the exactness of D∨ξ .

Remark 4.4.9. The statement of Theorem 4.4.8(i) fails if we replace K1 by I1, already when
K = Qp, by [BP12, Thm. 20.3(i)] (see also [Mor17, Thm. 1.1] for a different proof).

Corollary 4.4.10. Assume that ρ is max{9, 2f + 1}-generic. The GL2(K)-representation π is
multiplicity free (of length ≤ f + 1).

Proof. Let π′ be any nonzero subquotient of π and F be the subquotient filtration on π′∨ induced
from the m-adic filtration on π∨. As in the proof of Proposition 2.4.9, by replacing grm(π∨) by
grF (π′∨) we obtain a spectral sequence Eri =⇒ TorΛ

i (F, π′∨) with E1
i = Torgr(Λ)

i (F, grF (π′∨)) for
i ≥ 0. In particular, we get a surjective graded morphism compatible with H-action

E1
0 = F⊗gr(Λ) grF (π′∨) � gr(F⊗Λ π

′∨) = E∞0 ,

hence an inclusion

JH(F⊗Λ π
′∨) = JH(gr(F⊗Λ π

′∨)) ⊆ JH(F⊗gr(Λ) grF (π′∨)). (82)

By Theorem 4.4.8(ii) there exists a unique composition series 0 = π0 ( π1 ( · · · ( π` = π of
the GL2(K)-representation π, and moreover −1 = i0(π0) < i0(π1) < · · · < i0(π`) = f . Corollary
4.4.6 implies that

grF ((πj/πj−1)∨) ∼=
⊕
λ∈P

χ−1
λ ⊗

a
i0(πj−1)
1 (λ)
a
i0(πj)
1 (λ)

.

As F⊗Λ (πj/πj−1)∨ is dual to (πj/πj−1)I1 , we deduce from Corollary 4.4.7 and (82) that the sets
JH((πj/πj−1)I1) (of H-representations) are disjoint for 1 ≤ j ≤ `, which proves the multiplicity
freeness of π.
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A Appendix: canonical filtrations on Tor and Ext groups

We prove useful lemmas on the canonical filtration on Tor and Ext groups of filtered modules.

Let R be a filtered ring (not necessarily the ring R of § 1.3!), and let R̃ be its Rees ring (see
[LvO96, Def. I.4.3.5] or [BE90, § 4.1]). Then R̃ is a graded ring, and we have a functor N 7→ Ñ
from the category of filtered R-modules to the category of graded R̃-modules (see [LvO96, § I.4.3]).

Letting X
def= 1 ∈ R̃1 be the canonical homogeneous element of degree 1 we have R̃ =⊕

n∈Z(FnR)Xn ([LvO96, Def. I.4.3.6(b)]). We thus define the dehomogenization functor E from
the category of graded R̃-modules to the category of filtered R-modules as follows: for a graded
R̃-module W =

⊕
n∈ZWn we set E(W ) def= W/(1−X)W , with filtration defined by

Fn(E(W )) def= (Wn + (1−X)W )/(1−X)W

for any n ∈ Z. By [LvO96, Prop. I.4.3.7(5)] the functor E is exact, and by [LvO96,
Prop. I.4.3.7(2), (3)] it induces an equivalence when restricted to the full subcategory of X-torsion-
free graded R̃-modules, with quasi-inverse N 7→ Ñ . In particular, E(Ñ) ∼= N for any filtered
R-module N .

Lemma A.1. Suppose that R is a filtered ring and that N1 → N2 → N3 is an exact sequence of
graded R̃-modules. If N3 is X-torsion-free, then the sequence E(N1)→ E(N2)→ E(N3) of filtered
R-modules is exact and the first morphism is strict. In particular, taking N3 = 0: if N1 → N2 is
surjective, then E(N1)→ E(N2) is a strict surjection.

Proof. As recorded above (cf. [BE90, Prop. 5.3]), the Rees module Ẽ(N) is identified with the
largest X-torsion-free quotient of N . As N3 is X-torsion-free, a diagram chase shows that the
sequence Ẽ(N1)→ Ẽ(N2)→ Ẽ(N3) is exact. The result follows from [LvO96, Prop. I.4.3.8(2)].

Suppose now that R, S are filtered rings such that the Rees ring S̃ is noetherian, and let N
be any filtered (S,R)-bimodule, i.e. equipped with a filtration FnN (n ∈ Z) such that with this
filtration N is both a filtered left S-module and a filtered right R-module (cf. [LvO96, Def. I.2.2]).
Then the notions in the previous paragraphs extend to filtered and graded bimodules, and we
have a dehomogenization functor E from graded (S̃, R̃)-bimodules to filtered (S,R)-bimodules (in
particular, E(Ñ) ∼= N as filtered (S,R)-bimodules).

Following [BE90, § 5] in the case of ExtiR(−, R), we now explain that TorRi (N,R) is canonically
and functorially a filtered S-module. We also establish some basic properties of this canonical
filtration.

If W is any graded R̃-module, then

E(Ñ ⊗
R̃
W ) ∼= S ⊗

S̃
Ñ ⊗

R̃
W ∼= N ⊗

R̃
W ∼= N ⊗R E(W ), (83)

where we used that X = 1 ∈ S̃1 (resp. R̃1) acts the same on the left and right of Ñ . Here, Ñ⊗
R̃
W

is a graded S̃-module (cf. the discussion at the end of § 2.2), N ⊗R E(W ) is a filtered S-module
(cf. [LvO96, § I.6]) and (83) is easily checked to be an isomorphism of filtered S-modules.
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Forgetting filtrations for a moment, as E is exact, we have a natural isomorphism

E(TorR̃i (Ñ ,W )) ∼= TorRi (N, E(W )) (84)

as S-modules for all i ≥ 0. As TorR̃i (Ñ ,W ) is a graded S̃-module, the isomorphism induces a
canonical and functorial filtration on TorRi (N, E(W )). In particular, if W = M̃ for a filtered
R-module M we obtain a canonical and functorial filtration on the S-module TorRi (N,M).

Lemma A.2. If 0→M1 →M2 →M3 → 0 is a strict exact sequence of filtered R-modules, then
the long exact sequence

· · · → TorR1 (N,M2)→ TorR1 (N,M3)→ N ⊗RM1 → N ⊗RM2 → N ⊗RM3 → 0

of S-modules respects filtrations.

The reason is that by strictness the induced sequence 0→ M̃1 → M̃2 → M̃3 → 0 is still exact.

Lemma A.3. Suppose that R̃ is noetherian, and suppose that N has the property that as a filtered
S-module its filtration is good. Then for any filtered R-module M equipped with a good filtration,
the canonical filtration on each TorRi (N,M) is good.

Note that the condition on N is equivalent to Ñ being a finitely generated S̃-module [LvO96,
Prop. I.5.4(1)].

Proof. From the isomorphism (84) with W = M̃ and [LvO96, Prop. I.4.3.7(2), (3)] it follows that
the Rees module of TorRi (N,M) is the largest X-torsion-free quotient of TorR̃i (Ñ , M̃). Hence by
[LvO96, Prop. I.5.4(1)] it suffices to show that TorR̃i (Ñ , M̃) is a finitely generated S̃-module for
all i. By picking a gr-free resolution of M̃ whose terms are moreover finitely generated (using R̃
noetherian) and since S̃ is noetherian, we reduce to the case i = 0 and M̃ gr-free, in which case
the claim follows from the assumption on N .

Lemma A.4. Suppose that · · · → F1 → F0 → M → 0 is a strict exact sequence with Fi filt-free
for all i (see the beginning of § 2.2 for filt-free). Then the canonical filtration on TorRi (N,M)
coincides with the subquotient filtration on the i-th homology of the complex of filtered S-modules
N ⊗R F• (each carrying the tensor product filtration).

Proof. By strictness, the sequence · · · → F̃1 → F̃0 → M̃ → 0 of graded R̃-modules is exact. Hence
TorR̃i (Ñ , M̃) is isomorphic to the i-th homology of the complex Ñ ⊗

R̃
F̃• of graded S̃-modules.

Let Ci
def= Ñ ⊗

R̃
F̃i, so E(Ci) ∼= N ⊗R Fi with the tensor product filtration. Let Zi (resp. Bi−1)

denote the kernel (resp. the image) of Ci → Ci−1, and let Hi
def= Zi/Bi. By exactness of E we

have E(Hi) ∼= E(Zi)/E(Bi) as S-modules and we need to show that it carries the subquotient
topology inside E(Ci), i.e. that the maps E(Zi) ↪→ E(Ci) and E(Zi) � E(Hi) are both strict. As
F̃i is gr-free, it follows that Ci is X-torsion-free, and hence so are Bi and Zi. From Lemma A.1
we deduce that the sequences 0 → E(Zi) → E(Ci) → E(Bi−1) → 0 and E(Zi) → E(Hi) → 0 are
strict exact.
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Similarly, if N is a filtered (R,S)-bimodule, andM is an R-module with a good filtration, then
the right S-module ExtiR(M,N) is canonically and functorially a filtered S-module. The reason
is that for any finitely generated graded R̃-module W we have a natural isomorphism of filtered
right S-modules

E(Exti
R̃

(W, Ñ)) ∼= ExtiR(E(W ), N)

and that HomR(W,−) is naturally graded [LvO96, Lemma I.4.1.1] and HomR(E(W ), N) is natu-
rally filtered [LvO96, Prop. I.6.6], as W is finitely generated. The analogues of Lemmas A.2, A.3,
and A.4 hold, with the analogous proofs, provided in the first lemma allMi carry good filtrations
and in the last lemma all Fi are filt-free of finite rank.

We finally specialize to the case where R = S = Λ and M is a finitely generated (left) Λ-
module equipped with a good filtration. In particular the right Λ-module EiΛ(M) = ExtiΛ(M,Λ)
carries a canonical and functorial filtration.

Lemma A.5. Suppose that 0 → M1 → M2 → M3 → 0 is a strict exact sequence of finitely
generated filtered Λ-modules. Suppose that the filtration on M2 (and hence on M1, M3) is good
and that j def= jΛ(M2). Then the induced morphism 0→ EjΛ(M3)→ EjΛ(M2) is strict.

Proof. By strictness we get 0→ M̃1 → M̃2 → M̃3 → 0 of graded Λ̃-modules, with jΛ̃(M̃2) = j by
[LvO96, § III.2.5]. Hence we obtain the exact sequence

0→ Ej
Λ̃

(M̃3)→ Ej
Λ̃

(M̃2)→ Ej
Λ̃

(M̃1)

of graded right Λ̃-modules. Each Ej
Λ̃

(M̃i) is X-torsion-free by [BE90, Lemma 5.11], The result
follows from Lemma A.1.
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