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Abstract. Suppose that G is the group of F -points of a connected reductive
group over F , where F/Qp is a finite extension. We study the (topological)

irreducibility of principal series of G on p-adic Banach spaces. For unitary

inducing representations we obtain an optimal irreducibility criterion, and for
G = GLn(F ) (as well as for arbitrary split groups under slightly stronger

conditions) we obtain a variant of Schneider’s conjecture [Sch06, Conjecture

2.5]. In general we reduce the irreducibility problem to smooth inducing rep-
resentations and almost simple simply-connected G. Our methods include

locally analytic representation theory, the bifunctor of Orlik–Strauch, transla-

tion functors, as well as new results on reducibility points of smooth parabolic
inductions.
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1. Introduction

Suppose that F/Qp is a finite extension and G = G(F ) the group of F -points
of a connected reductive group G over F . This paper concerns the continuous
representations of G on p-adic Banach spaces over a coefficient field C that is
a (sufficiently large) finite extension of Qp. Such Banach representations were
introduced in the work of Schneider–Teitelbaum [ST02] and play a fundamental
role in the p-adic Langlands program (see for example [Bre04], [BS07], [Col10],
[Eme11], [Paš13], [CEG+16]), particularly the unitary such representations, i.e.
those that admit a G-invariant defining norm. Little has been known about Banach
representations outside the group GL2(Qp) so far. The main goal of this paper is
to greatly extend our knowledge about the (topological) irreducibility of Banach
principal series representations. In particular, we prove a variant of Schneider’s
conjecture [Sch06, Conjecture 2.5].

Fix a minimal parabolic subgroup B = ZU with Levi subgroup Z and unipotent
radical U . Let P = LN be a parabolic subgroup containing B with Levi subgroup
L containing Z and unipotent radical N . We write B := B(F ), etc. If σ is a
continuous representation of L on a finite-dimensional C-vector space, then we
inflate σ to P and form the parabolic induction

(IndGP σ)cts := {f : G→ σ cts. : f(p′g) = σ(p′)f(g) for any g ∈ G, p′ ∈ P},
which carries a natural Banach topology making it into an (admissible) Banach
representation of G under right translation that we call a Banach principal series.
We show moreover in Proposition 2.50 that it is topologically of finite length, con-
firming an expectation of [Sch06, §2]. (For technical reasons we will assume for the
remainder of the introduction that p > 2, resp. p > 3, if the absolute root system
of G has irreducible components of type B, C or F4, resp. G2.) From now on we
will assume that σ is absolutely irreducible.

1.1. Unitary case. Our first theorem gives an irreducibility criterion for general
G in the case where σ is unitary. Let S be the maximal split subtorus of the center
of Z. Let ∆ (resp. ∆L) be the set of simple roots of S in B (resp. in B∩L). For any
α ∈ ∆ let Lα denote the Levi subgroup containing Z with ∆Lα = {α}. Moreover,
let L′α denote the smallest normal subgroup of Lα generated by U ∩ Lα. (This is
not an algebraic subgroup in general.)

Theorem 1.1 (Theorem 3.33). Let σ be a finite-dimensional absolutely irreducible
unitary Banach representation of L. Then the following are equivalent:

(i) (IndGP σ)cts is reducible;
(ii) there exists α ∈ ∆ \∆L such that σ|Z∩L′α is trivial;
(iii) the representation σ extends to a continuous representation of a Levi sub-

group strictly containing L.

We briefly explain the easy implications (ii)⇒(iii)⇒(i). If (ii) holds, let L1 ⊃ Z
be the Levi subgroup with ∆L1

= ∆L t {α}. If σ is trivial on Z ∩ L′α, then σ
has a unique (continuous) extension to L1 which is trivial on N ∩ L1 [AHHV17,
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II.7 Proposition], and we get (iii). If (iii) holds, σ has a continuous extension to a
larger Levi L1 ) L, which we still denote by σ. Let P 1 be the parabolic subgroup

containing P with Levi subgroup L1. Then (IndGP1
σ)cts ↪→ (IndGP σ)cts is a proper

closed subrepresentation and so (i) holds.
In fact, we obtain the equivalence in Theorem 1.1 under the weaker assumption

that σ lies in a certain closed cone, defined as follows. Let ωσU∩L : S → C× be
the central character of the coinvariant representation σU∩L (which is absolutely
irreducible). Then |ωσU∩L |C : S → R×>0 is an unramified character of S (where |·|C
denotes the absolute value of C with |p|C = p−1) and we let e(ωσU∩L) ∈ X∗(S)⊗R
denote its Harish-Chandra parameter. Then it suffices for our proof to demand
that e(ωσU∩L) be dominant (or even that it is almost dominant in a precise and
explicit sense, see Remark 3.67). We also have a version of this theorem where we
only demand a certain dominance condition on the central character ωσ of σ.

1.2. Schneider’s conjecture. Dropping the assumption that σ is unitary, we
prove a variant of Schneider’s conjecture for the group GLn(F ) and, under slightly
weaker conditions, for general split (or even quasisplit) groups G.

To state our results, let δB denote the modulus character of B. We say that
a character λ : F× → C× is non-positive algebraic if it is of the form λ(x) =∏
κ : F→C κ(t)aκ for some (aκ) ∈ ZHom(F,C)

≤0 . For 1 ≤ i < j ≤ n let α∨i,j : Gm →
SLn denote the coroot sending t to diag(1, . . . , t, . . . , t−1, . . . , 1) with t (resp. t−1)
appearing in the i-th (resp. j-th) entry. Let |·|F denote the normalized absolute
value of F .

Theorem 1.2 (Theorem 3.9). Let G = GLn(F ) or SLn(F ), B the upper-triangular
Borel subgroup, and Z the diagonal maximal torus. Let χ : Z → C× be a continuous
character. If (IndGB χ)cts is reducible, then there exist 1 ≤ i < j ≤ n and non-
positive algebraic characters λk for i ≤ k < j such that

• χδ−1/2
B ◦ α∨k,k+1 ≡ λk near the identity for any i ≤ k < j, and

• χδ−1/2
B ◦ α∨i,j = |·|−1

F

∏j−1
k=i λk.

In particular, there exists a positive root αi,j and a non-positive algebraic char-

acter λ such that χδ
−1/2
B ◦α∨i,j = |·|−1

F λ. As in Theorem 1.1(ii)⇒(i), if the condition

of the previous sentence holds with j = i+ 1, then (IndGB χ)cts is reducible. When
n = 3 we show that these are in fact the only possible reducibilities, see our com-
panion paper [AH].

We have a slightly weaker theorem valid for any split connected reductive group
(adding a Weyl group regularity condition).

Theorem 1.3 (Theorem 3.10). Suppose that G is split. Let χ : Z → C× be a
continuous character. Let P = LN be the largest standard parabolic such that for

all roots α : Z → Gm occurring in L we have χδ
−1/2
B ◦ α∨ ≡ λα near the identity,

for some non-positive algebraic character λα. Assume that for all w ∈ NL(Z) \ Z
there exists a root α of L such that

• (χδ
−1/2
B ◦ w−1α∨) · (χδ−1/2

B ◦ α∨)−1 6= λw−1αλ
−1
α .

If (IndGB χ)cts is reducible, then there exists a positive root α occurring in L such
that

• χδ−1/2
B ◦ α∨ = |·|−1

F λα.

To compare Theorems 1.2, 1.3 with [Sch06, Conjecture 2.5], let us assume that
in addition that G is semisimple simply connected (as is assumed there) and in
addition for simplicity that F = Qp. Let δ1/2 : Z → Gm denote the half-sum of

positive roots, which is integral by our assumption on G, and note that |δ1/2|F =
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δ
1/2
B . Then [Sch06, Conjecture 2.5] is equivalent to: if (IndGB χ)cts is absolutely

reducible, then there exists a positive root α of G such that

• χδ−1/2 ◦ α∨ = (·)−1λα for some non-positive algebraic character λα.

(If α is a simple root, this is equivalent to χδ
−1/2
B ◦ α∨ = |·|−1

F λα, exactly as in
Theorem 1.3.) We remark that our conditions/conclusion in Theorems 1.2, 1.3 are
compatible with the equivalence in Theorem 1.4 below.

We obtain more refined versions of Theorem 1.3 for any classical quasisplit group
in §3.3. (These results are stated for smooth σ, for simplicity.)

For general reductive G one may wonder whether (IndGB σ)cts is absolutely re-

ducible if and only if (IndLαB∩Lα σ)cts is reducible for some simple root α. Our
evidence is rather limited, consisting mostly of Theorem 1.1 and our result for
GL3(F ) [AH]. The group Lα is of semisimple rank 1, and we obtain an optimal

irreducibility criterion for (IndLαB∩Lα σ)cts, at least when σ is simple as zC-module
(which holds when dimC σ = 1) or when the unipotent radical U is abelian. See
Theorem 3.68 and also Corollary 3.70.

1.3. A criterion and some reductions. By replacing G by ResF/Qp G we may
and will assume that F = Qp. Then the action of L on σ becomes locally analytic

and we can study the Banach representation (IndGP σ)cts by means of its dense
subspace of locally analytic vectors

(IndGP σ)an := {f : G→ σ loc. an. : f(p′g) = σ(p′)f(g) for any g ∈ G, p′ ∈ P},

see [ST02], [Eme17]. Note that (IndGP σ)an naturally carries a compact type topol-
ogy and becomes an admissible locally analytic representation of G in the sense
of Schneider–Teitelbaum [ST03]. If σ is smooth and we replace locally analytic
functions by locally constant functions, then we obtain a smooth subrepresentation
(IndGP σ)sm of (IndGP σ)an.

Orlik and Strauch [OS15], [OS14b] introduced a beautiful theory to understand

the structure of the locally analytic principal series (IndGP σ)an. (In their papers
they restrict to split groups G. See Appendix A for the general case, and note that
another treatment will appear in the revised version of [OS14b].) We just recall
some basic definitions for now. Let g denote the Lie algebra of G, gC := g⊗F C, and
likewise for other subgroups of G. For any parabolic subgroup P , Orlik–Strauch
define artinian abelian categories Op, an adaptation of a parabolic BGG category
O over C whose objects consist of certain finitely generated U(gC)-modules, and
OP whose objects consist of pairs (M, τ) with M ∈ Op and τ a locally finite
locally analytic action of P on M satisfying p′ ◦X ◦ p′−1 = Ad(p′)(X) for p′ ∈ P ,
X ∈ gC which lifts the given action of pC (see §2.3 for the precise definition). If
Q ⊃ P is another parabolic subgroup, then Oq ⊂ Op and OQ ⊂ OP are naturally

full subcategories, and we say that M ∈ OP is equimaximal if for any parabolic
subgroup Q containing P we have M ∈ OQ if and only if M |gC ∈ Oq. For any

simple object W ∈ OL there is a unique simple object L(W ) ∈ OP such that
L(W )N ∼= W (Lemma 2.11). (Here, OL is the category OG with G = L. Its
objects are automatically finite-dimensional.)

Recall that σ is an absolutely irreducible finite-dimensional continuous represen-
tation of L. Then σ lies in OL (recall that F = Qp now), as σ is automatically
locally Qp-analytic. Assume now that σ ∼= σ0 ⊗ τ for some σ0 ∈ OL whose under-
lying lC-module is simple and some smooth L-representation τ such that moreover
L(σ′0) is equimaximal, where σ′0 denotes the dual of σ0. Such a decomposition of σ

always exists when the derived subgroup Gder is simply connected by Lemma 2.51
and is unique up to smooth characters of LQ in general, where Q = LQNQ is the

largest parabolic subgroup containing P such that L(σ′0) ∈ OQ.
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We then have the following theorem, which is fundamental to our work.

Theorem 1.4 (Theorem 2.56, Corollary 2.54). The following are equivalent:

(i) (IndGP σ)cts is irreducible;

(ii) (Ind
LQ
P∩LQ σ)cts is irreducible;

(iii) (Ind
LQ
P∩LQ τ)cts is irreducible;

(iv) any irreducible subrepresentation of (Ind
LQ
P∩LQ τ)sm is dense in (Ind

LQ
P∩LQ τ)cts.

In particular, (IndGP σ)cts is irreducible if (Ind
LQ
P∩LQ τ)sm is irreducible, by part

(iv).
Based on this equivalence we would expect that it is extremely difficult to

find a precise irreducibility criterion of Banach principal series, even for G =
GLn(F ). The problem is that the submodule structure of the smooth principal se-

ries (Ind
LQ
P∩LQ τ)sm is badly understood in general, and even when it is understood

it is challenging to prove the p-adic density of a proper smooth subrepresentation.

Corollary 1.5 (Corollary 2.57). Each of the following conditions implies the next:

(i) U(gC)⊗U(pC) σ
′
0 is irreducible as U(gC)-module;

(ii) Q = P ;

(iii) (IndGP σ)cts is irreducible.

By Theorem 1.4 we can reduce the irreducibility problem of (IndGP σ)cts to the
case where σ is smooth. The following general result on intertwiners and some
Clifford theory furthermore allows us to reduce to the case where G is almost
simple and simply connected (and isotropic), see Propositions 2.42 and 2.59.

Proposition 1.6 (Proposition 2.37). Suppose that P = LN is a parabolic subgroup
and σ, τ are Banach representations of L. Then the natural map

Homcts
L (σ, τ)→ Homcts

G ((IndGP σ)cts, (IndGP τ)cts)

is an isomorphism.

1.4. Proof of Theorem 1.1. For simplicity we will assume that P = B. We first
make a reduction to F = Qp and Gder simply-connected, so in particular we have a

decomposition σ = σ0 ⊗ τ as in §1.3. Then Theorem 1.4 implies that if (IndGB σ)cts

is reducible, then (Ind
LQ
B∩LQ τ)sm is reducible, where Q is defined as in §1.3. By

relabeling we may assume that Q = G, i.e. L(σ′0) ∈ OG. This implies that, up to
twisting σ by a locally analytic character of G, we may assume that σ0 is algebraic
with antidominant central character. Write (IndGB τ)sm as normalized induction

(n-IndGB τδ
−1/2
B )sm. Using that σ is unitary we deduce that τδ

−1/2
B is Weyl group

regular. We now fix an isomorphism C ∼= C and work over the complex numbers.
Then a result of Harish-Chandra implies that there exists a reduced positive root

α such that (n-IndLαB∩Lα τδ
−1/2
B )sm is reducible, where Lα is the Levi subgroup of

semisimple rank 1 associated to α. We can write τδ
−1/2
B

∼= τuδ
s
B∩Lαη with τu

unitary (in the complex sense!), s ∈ R, and η a positive-real unramified character
of Lα. A result of Silberger shows that − 1

2 ≤ s ≤ 1
2 . There is a tension between τ

being p-adic unitary and the Silberger bound that allows us to deduce that s = − 1
2 ,

α is simple, and σ0 is trivial on Z∩L′α. Crucially, the extreme bounds s = ± 1
2 imply

that τu is trivial on Z ∩ L′α. This was our guess, based on the available literature,
but Jean-Loup Waldspurger kindly provided a beautiful argument in general, see
Proposition 3.7. We then deduce that σ is trivial on Z ∩ L′α.

However, the above sketch glosses over one very important point. In comparing
real and p-adic absolute values it is essential to know that the real number s is in
fact rational. For this we need to prove Corollary 1.8 below.
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1.5. Harish-Chandra’s µ-function and rationality of poles. The following
results in smooth representation theory over C may be of independent interest.
Harish-Chandra’s µ-function (or Plancherel measure) µG controls the reducibility
points of smooth parabolic inductions, as recalled in subsection 3.1.

Suppose that G is any connected reductive group over F , P = LN a maximal
parabolic subgroup such that L is an inner form of a group L′ satisfying

(L̃′)der ⊂ L′ ⊂ L̃′,

where

L̃′ :=

(
r∏
i=1

ResEi/F GLni

)
/H

for some finite extensions Ei/F , integers ni ≥ 1 and a central, induced subtorus H.

Theorem 1.7 (Theorem 3.43). Let σ be a discrete series representation of L. If
µG(σδsP ) has a pole at s = s0 ∈ R, then s0 ∈ Q.

Our proof uses global intertwining operators and the global Jacquet–Langlands
correspondence [Bad08] to reduce to the case where G is quasisplit, in which case
the rationality follows from results of Shahidi [Sha90] (see Proposition 3.41), using
that the supercuspidal support of σ is automatically generic. (This generalizes an
argument of Muić–Savin [MS00], who used this method to compare µ-functions
of G and its quasisplit inner form when G is a hermitian quaternionic group of
maximal Witt rank and P is the Siegel parabolic. See also [Cho14] for further work
in this direction.)

By the classification of almost simple rank one groups we obtain the following
corollary.

Corollary 1.8 (Corollary 3.59). Suppose that the adjoint group Gad is almost
simple of rank one over F . Let σ be a unitary supercuspidal representation of Z.
If µG(σδsB) has a pole at s = s0 ∈ R, then s0 ∈ Q.

In fact, using [Sha90, Theorem 8.1] we can also bound the denominator and
obtain an explicit finite list of possible poles s0, see Remark 3.61. We remark that
there are 7 families of almost simple rank one groups, and Corollary 1.8 was only
known in 4 cases previously, see Remark 3.60.

We also obtain the following corollary from our argument. Here, L̃ is an inner

form of L̃′, naturally obtained from the inner form L of L′, such that L̃der ⊂ L ⊂ L̃.

Corollary 1.9 (Corollary 3.44). Suppose that σ1, σ2 are discrete series represen-

tations of L that are conjugate under the action of L̃. Then µG(σ1δ
s
P ) = µG(σ2δ

s
P ).

This verifies [Cho14, Working Hypothesis 1.1] in our more general setup.

1.6. Proof of Theorems 1.2 and 1.3. Consider G a split group over F and
χ : Z → C× a continuous character. Let us assume for simplicity that Gder is simply
connected. By thinking of G as the Qp-points of ResF/Qp G we can work over Qp
when needed. As in §1.3 we write χ = σ0τ with L(σ′0) ∈ OQ (with Q maximal)
and τ smooth. It is not hard to see that Q = P in the notation of Theorem 1.3.
We now prove the contrapositive of Theorems 1.2 and 1.3. By Theorem 1.4 we
may reduce to the case where Q = G, and it suffices to show that any irreducible
subrepresentation of (IndGB τ)sm is dense in (IndGB τ)cts. As τ is smooth, the first

bullet in Theorem 1.3 implies that τδ
−1/2
B is Weyl group regular and the second

bullet in Theorem 1.3 becomes that τδ
−1/2
B ◦ α∨ 6= |·|−1

F for all positive roots α.

Work of Rodier [Rod81] then shows that (IndGB τ)sm = (n-IndGB τδ
−1/2
B )sm has an
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irreducible socle that is moreover generic. (When G = GLn(F ) we do not need the
regularity condition by Bernstein–Zelevinsky [BZ77].)

We then conclude by the following result.

Proposition 1.10. Any generic subrepresentation of (IndGB τ)sm is dense in (IndGB τ)cts.

To prove the proposition, we first show by the geometric lemma (cf. Proposi-

tion 2.61) that any generic subrepresentation π of (IndGB τ)sm contains an element
f that is supported on the big cell B\Bw0U , where w0 is the longest Weyl group
element. Then we deduce by a p-adic approximation argument (Lemma 2.2) that

π is dense in (IndGB τ)cts.
In fact, Proposition 1.10 generalizes to arbitrary G, where we say that a smooth

representation π is generic if the twisted coinvariants πU,θ are nonzero for some
character θ : U → C× that is non-trivial on each simple root subgroup. We then
generalize Theorem 1.2 to GLn(D), where D is a finite-dimensional division algebra,
see Theorem 3.26. (Note that by Theorem 1.4 we may assume that the inducing
representation σ is smooth.) For this we generalize Bernstein–Zelevinsky’s theory
of derivatives [BZ77], cf. subsection 3.4.

1.7. Proof of Theorem 1.4. We recall that Orlik–Strauch [OS15], [OS14b] define

a functor FGP from (OP )op × Repadm(L) to locally analytic representations of G,

where Repadm(L) denotes the category of admissible smooth L-representations.
This functor satisfies the following properties (see [OS14b] and subsection 2.3):

• The functor FGP is exact in both arguments.

• Let P ′ = L′N ′ ⊃ P be another parabolic subgroup. If M ∈ OP ′ and

π ∈ Repadm(L), then FGP (M,π) ∼= FGP ′(M, (IndL
′

P∩L′ π)sm).
• Assume that M ∈ OP is equimaximal with maximal parabolic P and
π ∈ Repadm(L). Assume that M |gC ∈ Op is simple and π is irreducible.
Then FGP (M,π) is irreducible.

For W ∈ OL the generalized Verma module M(W ) is defined to be U(gC)⊗U(pC)W ,
where P acts by p′(X⊗w) = Ad(p′)X⊗p′w for p′ ∈ P , w ∈W and X ∈ gC . Then
M(W ) ∈ OP , and if moreover W ∈ OL is simple, then M(W ) has L(W ) as unique
simple quotient. Then the following property of FGP holds by construction:

• Suppose that W ∈ OL and π ∈ Repadm(L). Then FGP (M(W ), π) ∼=
(IndGP W

′ ⊗ π)an.

We now discuss the proof of Theorem 1.4. The implication (i)⇒(ii) is clear by
exactness of parabolic induction, and (iii)⇒(iv) is obvious.

To explain why (iv)⇒(i), we assume for simplicity that Q = G (the proof is a bit
more involved in general). By the density of locally analytic vectors in Banach rep-
resentations [ST02], it suffices to show that any irreducible closed subrepresentation

of (IndGP σ)an is dense in (IndGP σ)cts. Note that (IndGP σ)an ∼= FGP (M(σ′0), τ). Let
V := L(σ′0)′, which is by assumption in OG and in particular is a finite-dimensional
locally analytic representation of G. The canonical P -linear surjection V � σ0

gives rise to a commutative diagram

V ⊗ (IndGP τ)sm �
� //

� u

((

V ⊗ (IndGP τ)an ∼ //
� _

��

(IndGP V ⊗ τ)an // //
� _

��

(IndGP σ)an
� _

��
V ⊗ (IndGP τ)cts ∼ // (IndGP V ⊗ τ)cts // // (IndGP σ)cts

It is not difficult to see (cf. Lemma 2.52) that the composition of the top row is
injective with image FGP (L(σ′0), τ). Crucially, our generalization of a result of Breuil
[Bre16] (based on [OS14a]) on locally analytic socles allows us to deduce that any
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irreducible closed subrepresentation of (IndGP σ)an is contained in FGP (L(σ′0), τ) ∼=
V ⊗ (IndGP τ)sm. It is then of the form V ⊗ ρ for some irreducible subrepresentation

ρ ⊂ (IndGP τ)sm. By (iv) we see that V ⊗ ρ is dense in V ⊗ (IndGP τ)cts and hence

by the diagram V ⊗ ρ is dense in (IndGP σ)cts, as desired.
It remains to explain (ii)⇒(iii). We relabel Q as G and let again V := L(σ′0)′ ∈

OG. Let π be a nonzero closed subrepresentation of (IndGP τ)cts. We consider a
natural sequence

V ⊗ πan ↪→ V ⊗ (IndGP τ)an ∼−→ (IndGP V ⊗ τ)an � (IndGP σ)an

of locally analytic representations and first use (ii) (comparing with a corresponding
sequence of Banach representations) and locally analytic socles to show that the
composition is surjective. Let χ : Z(gC)→ C denote the infinitesimal character of

(IndGP σ)an. Projecting onto generalized χ-eigenspaces we obtain a sequence

T (πan) ↪→ T ((IndGP τ)an)� (IndGP σ)an,

whose composition is surjective, and where T is a suitable translation functor in the
sense of [BG80] (it is an equivalence by [BG80]). By showing that the second map
is an isomorphism (Proposition 2.48) and applying a quasi-inverse of T we obtain

that πan = (IndGP τ)an, which implies (iii), by density of locally analytic vectors.

1.8. Previous work. Theorems 1.1 and 1.2 were known for GL2(Qp) by Schnei-
der (and Teitelbaum) [Sch06, Proposition 2.6(i)], which was also based on locally
analytic techniques. The infinitesimal irreducibility criterion Corollary 1.5(i)⇒(iii)
was known for split groups over Qp due to the work of Frommer [Fro03], [Sch06,
Proposition 2.6(ii)] and in general by Orlik–Strauch [OS10] (when dimC τ = 1).

In a different direction, Ban–Hundley [BH16] argue on the dual side like [ST02]

to prove the irreducibility of (IndGB χ)cts for split G and |χ|C lying in a certain open
cone, namely the cone where e(χ) (defined in §1.1) is strictly dominant. (This region
excludes the unitary locus if G is not a torus.) Ban–Strauch [BS19] characterize the
irreducibility of principal series of SLn(F ) in terms of the irreducibility of principal
series of GLn(F ).

Finally, in the unitary case weak results can be obtained from smooth mod p
representation theory, by using that an admissible unitary Banach space represen-
tation is irreducible provided its reduction modulo a G-stable open and bounded
lattice is irreducible as smooth representation. The main results of our earlier work
[AHHV17] then show that if σ is unitary and the reduction σ|Z∩L′α of σ|Z∩L′α is

non-trivial for all simple roots α, then (IndGB σ)cts is irreducible.

1.9. Notation. Let C be a finite extension of Qp with uniformizer $C . In this
paper, unless otherwise stated, the coefficient field of any representation is C.

Let F be a finite extension of Qp contained in C and G a connected reductive
group over F , ZG the center of G, G = G(F ) is the group of rational points, g the

Lie algebra of G, gC := g ⊗F C and U(gC) the enveloping algebra of gC . We use
the same notation for other groups. For simplicity we assume that G splits over
C. Moreover, starting in subsection 2.3 we will assume that C be sufficiently large,
depending only on G. Let S ⊂ G be a maximal split torus and Z the centralizer of
S in G. This is a Levi subgroup of a minimal parabolic subgroup B, which we fix
from now on, and we let U denote its unipotent radical.

We fix a special point in the apartment of S and let K be the corresponding
special parahoric subgroup.

Suppose P = LN is a parabolic subgroup of G with Levi part L and unipotent
radicalN . For a smooth representation σ of L = L(F ), let (IndGP σ)sm be the smooth
parabolically induced representation, namely the space of locally constant functions
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f : G → σ such that f(`ng) = σ(`)f(g) for ` ∈ L, n ∈ N and g ∈ G. We use this
notation even when σ is defined over a field different from C (for example, over the
residue field of C or the field of complex numbers). Let δP be the modulus function
of P defined by

∫
P
f(xg)dx = δP (g)

∫
P
f(x)dx for any integrable function f on P ,

where we use a left-invariant Haar measure. Let (n-IndGP σ)sm := (IndGP σδ
1/2
P )sm

be the normalized induced representation.
We say that a continuous representation of a topological group is irreducible if

it is topologically irreducible.

1.10. Acknowledgements. We are very grateful to Jean-Loup Waldspurger for
sending us a proof of Proposition 3.7 and for allowing us to reproduce it here,
and to Alberto Mı́nguez for his help with Proposition 3.22 as well as for useful
discussions. We thank Tasho Kaletha for help with the proof of Proposition A.3.
We are thankful to Sascha Orlik and Matthias Strauch for helpful conversations
about their work and for allowing us to include our appendix. The debt this paper
owes to the work of Orlik–Strauch should be evident to the reader. We thank
Hiraku Atobe, Laurent Clozel, and Sug Woo Shin for helpful comments. Part of
this work was done during a pleasant stay of the first-named author at University
of Toronto.

2. Irreducibility criterion

2.1. Banach representations. A representation π of G is called a Banach rep-
resentation if π is a Banach space and the action map G × π → π is continuous.
The notion of admissible Banach representations was introduced by Schneider–
Teitelbaum [ST02]. Any morphism between admissible Banach representations is
strict and, in particular, has a closed image. By [ST02, Theorem 3.5] admissible
Banach representations of G form an artinian abelian category, anti-equivalent (for
any fixed compact open subgroup H of G) to the category of OC [[H]][ 1

p ]-modules

that have a compatible action of G. Since it is an abelian category, we have no-
tions such as finite length objects (traditionally called admissible Banach repre-
sentations that are topologically of finite length). The subobjects (resp. quotient
objects) are precisely the closed G-subrepresentations (resp. Hausdorff quotient
representations), using for example [ST02, Proposition 1.3]. Admissible represen-
tations satisfy “Schur’s lemma”, namely if π is an admissible irreducible Banach
representation, then the C-algebra of continuous G-endomorphisms Endcts

G (π) is
finite-dimensional [DS13, Theorem 1.1]. In particular, if π is absolutely irreducible
(i.e. irreducible after any finite extension of scalars), then Endcts

G (π) = C and π
therefore has a central character.

Let P be a semistandard parabolic subgroup, N the unipotent radical of P , L
a Levi part containing S (hence P = LN and P ∩ K = (L ∩ K)(N ∩ K)) and

σ a Banach representation of L. Then the representation (IndGP σ)cts is defined
as the space of continuous functions f : G → σ such that f(`ng) = σ(`)f(g) for
any g ∈ G, ` ∈ L and n ∈ N . It is naturally a closed subspace of C0(G, σ)
equipped with the compact open topology, on which G acts continuously [Eme17,

Proposition 3.1.5]. The isomorphism (IndGP σ)cts ∼= (IndKP∩K σ)cts shows that it is
a Banach space. It is admissible if σ is admissible [Fu21, Lemma 3.3]. By [Eme17,
Lemma 6.5.5] the topology of σ can be defined by an L ∩ K-invariant norm |·|.
On the right-hand side of the isomorphism (IndGP σ)cts ∼= (IndKP∩K σ)cts we have
a K-invariant norm ‖·‖ defined by ‖f‖ = supx∈K/(P∩K)|f(x)|, which defines the

topology. Its unit ball is ((IndGP σ)cts)0 = {f ∈ (IndKP∩K σ)cts | f(K) ⊂ σ0} =

(IndKP∩K σ
0)cts and ((IndGP σ)cts)0/$C((IndGP σ)cts)0 ∼= (IndKP∩K(σ0/$Cσ

0))sm and

this is a smooth representation of K. If π ⊂ (IndGP σ)cts is a closed subspace, then
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it is a Banach space with the induced norm, and the natural map π0/$Cπ
0 →

((IndGP σ)cts)0/$C((IndGP σ)cts)0 is injective.

2.2. Locally analytic representations. Let π be a Banach representation of G.
We say that v ∈ π is an (F -)locally analytic vector if the map G 3 g 7→ gv ∈ π
is (F -)locally analytic. The space of locally analytic vectors in π is denoted by
πan. We impose a topology on πan as in [Eme17, Definition 3.5.3]. Then πan is a
locally analytic representation in the sense that πan is a barrelled locally convex
Hausdorff vector space and the map G 3 g 7→ gv ∈ πan is locally analytic for any
v ∈ πan. We have a notion of admissible locally analytic representations introduced
by Schneider–Teitelbaum [ST03, page 176], and the category of such representations
is abelian [ST03, Proposition 6.4].

Theorem 2.1 ([ST03, Theorem 7.1], [Eme17, Proposition 6.2.4]). Suppose that
F = Qp. Then the functor (·)an sends admissible Banach representations of G
to admissible locally analytic representations of G on compact type spaces. It is
moreover exact. If π is an admissible Banach representation, then πan is dense in
π.

For proving density, the following criterion is sometimes useful. A more general
version can be found in [AH, §2.2]. Let N denote the unipotent radical of the
opposite parabolic subgroup P = LN .

Lemma 2.2. Let σ be an irreducible Banach representation of L with a central
character and 0 6= f ∈ (IndGP σ)cts. Assume that supp(f) ⊂ P\PN and there exists
v ∈ σ such that f(n) ∈ Cv for all n ∈ N . Then f is a topological generator of

(IndGP σ)cts, i.e. the subspace spanned by {gf | g ∈ G} is dense in (IndGP σ)cts.

Here, supp(f) denotes the closure of the set P\{x ∈ G : f(x) 6= 0} in P\G. In
particular, supp(f) is compact.

Proof. We choose an L ∩K-invariant norm |·| on σ that defines its topology. We
may assume {|v′| | v′ ∈ σ} = |C×| ∪ {0} and |v| = 1.

Let N0 be a compact open subgroup of N ∩ K. Let π be the closure of the
subspace spanned by {gf | g ∈ G} in (IndGP σ)cts. By the action of the center of
L there exists f ′ ∈ π such that supp(f ′) ⊂ PN0 and f ′(n) ∈ Cv for any n ∈ N .
We may scale f ′ such that ‖f ′‖ = 1. Hence there exists f ′ ∈ π such that ‖f ′‖ = 1,
supp(f ′) ⊂ PN0 and f ′(n) ∈ Cv for any n ∈ N .

We will now prove that π = (IndGP σ)cts. Let X0 be the closed subspace of

h ∈ (IndGP σ)cts such that supp(h) ⊂ PN0 and h(n) ∈ Cv for any n ∈ N . Let
C0(N0, Cv) be the Banach space of continuous functions N0 → Cv equipped
with the supremum norm. The restriction to N0 gives an N0-equivariant norm-
preserving isomorphism X0

∼= C0(N0, Cv) of Banach spaces.
We have an embedding (X0∩π)0/$C(X0∩π)0 ↪→ X0

0/$CX
0
0 and from the second

paragraph the image is nonzero. Since the image is a smooth N0-representation, it
contains a nonzero N0-fixed vector. Let v ∈ σ0/$Cσ

0 be the image of v. The space
of N0-fixed vectors in X0

0/$CX
0
0
∼= C∞(N0, (OC/$COC)v) is one-dimensional and

spanned by the constant function 1N0
.

Let X be the space of h ∈ (IndGP σ)cts such that supp(h) ⊂ P (N ∩K) and h(n) ∈
Cv for any n ∈ N ∩K. Then X0/$CX

0 ∼= C∞(N ∩K, (OC/$COC)v) is spanned
by {1N0

| N0 ⊂ N ∩K is an open subgroup} as N ∩K-representation. Since each

1N0
is in (π∩X)0/$C(π∩X)0 as we have proved, we have (π∩X)0/$C(π∩X)0 =

X0/$CX
0. In other words, for any h ∈ X0, there exists f0 ∈ (π ∩X)0 such that

h − f0 ∈ $CX
0. By iterating this argument, for each k = 0, 1, . . . there exists

fk ∈ π such that h − fk ∈ $k
CX

0. Then h = limk→∞ fk ∈ π. This shows that
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X0 ⊂ π, hence X ⊂ π. By the action of the center of L, for any continuous
function ϕ : N → C with compact support, the function ϕ ⊗ v : N → Cv defined
by (ϕ ⊗ v)(n) = ϕ(n)v is in π. Here we regard ϕ ⊗ v as element of (IndGP σ)cts

(supported on PN).
Let ` ∈ L and define `ϕ : N → C by (`ϕ)(n) = ϕ(`−1n`). For each ϕ : N∩K → C

and ` ∈ L there exists z in the center of L such that z`−1ϕ is supported on N ∩K.
We have ϕ ⊗ `v = ωσ(z)`z−1(z`−1ϕ ⊗ v), where ωσ is the central character of σ.
Since z`−1ϕ ⊗ v ∈ π by the previous paragraph, we have ϕ ⊗ `v ∈ π. Since σ is
irreducible, we have ϕ ⊗ v′ ∈ π for any ϕ ∈ C0(N ∩ K,C) and v′ ∈ σ. In other
words, C0(N ∩K,C)⊗ σ ⊂ π.

Let h : N ∩K → σ0 be any continuous function and for each k = 0, 1, . . . define

hk by N ∩ K h−→ σ0 → σ0/$k
Cσ

0. Then hk is a locally constant function and
therefore by compactness has finite image in σ0/$k

Cσ
0. Hence there exists h′k ∈

C0(N ∩K,C) ⊗ σ (which we can even take to be locally constant) such that h −
h′k ∈ $k

CC
0(N ∩ K,σ)0. Therefore h = limk→∞ h′k. Regarding h as element

of (IndGP σ)cts, the previous paragraph shows that h ∈ π. Since such h generate

(IndGP σ)cts as a G-representation, we get π = (IndGP σ)cts. �

If σ is a locally analytic representation of P on a locally convex topological
vector space of compact type, we denote by (IndGP σ)an the space of locally analytic
functions G → σ such that f(p′g) = σ(p′)f(g) for all g ∈ G, p′ ∈ P . This is a
locally analytic representation of G of compact type, see e.g. [BH20, §2]. (Usually,
σ will arise by inflation from a locally analytic representation of L.)

Lemma 2.3.

(i) If τ is a locally analytic representation of P on a compact type space
and V a finite-dimensional locally analytic representation of G, then V ⊗
(IndGP τ)an ∼= (IndGP V ⊗ τ)an as locally analytic representations of G.

(ii) If τ is a Banach representation of P and V a finite-dimensional continuous

representation of G, then V ⊗ (IndGP τ)cts ∼= (IndGP V ⊗ τ)cts as Banach
representations of G.

(iii) If τ is a Banach representation of P , then ((IndGP τ)cts)an ∼= (IndGP τ
an)an

as locally analytic representations of G.
(iv) If π is an Banach representation of G and V a finite-dimensional locally

analytic representation of G, then (V ⊗ π)an ∼= V ⊗ πan as locally analytic
representations of G.

(v) If π is an admissible Banach representation of G and V a finite-dimensional
continuous representation of G, then V ⊗ π is an admissible Banach rep-
resentation of G.

Note that the tensor products carry the projective, or equivalently inductive,
topology.

Proof. (i) We have a natural map of locally analytic representations

Θ : V ⊗ (IndGP τ)an → (IndGP V ⊗ τ)an

v ⊗ f 7→ (g 7→ gv ⊗ f(g)).

Let (vi)
n
i=1 be a basis of V . Suppose that h ∈ (IndGP V ⊗ τ)an and write h(g) =∑

i gvi ⊗ fi(g) for unique P -equivariant functions fi : G → τ . It suffices to show
that the functions fi are locally analytic. Let (v∗i )ni=1 denote the dual basis of V
and let λj : G→ V ∨ denote the locally analytic function λj(g) := gv∗j . Then fj is
obtained from h and λj via the natural bilinear pairing (V ⊗ τ)× V ∨ → τ , so it is
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locally analytic by [FdL99, Satz 2.4.3]. (The assumption BIL there is satisfied, as
V is finite-dimensional.)

(ii) The proof is analogous but easier, using that the bilinear pairing above is
continuous.

(iii) is proved in [Fu21, Theorem 3.6], (iv) is proved in [Eme17, Proposition
3.6.15] (more generally), and (v) is proved in [Eme17, Proposition 6.2.6]. �

Let G′ denote the smallest normal subgroup of G generated by U . It is a closed
locally analytic subgroup of G [BT73, §6].

Lemma 2.4.

(i) Any locally analytic character ψ : G → C× and any finite-dimensional
smooth representation τ of G is trivial on G′.

(ii) Suppose that P = LN is a parabolic subgroup and that τ is a finite-
dimensional continuous representation of P . Then τN 6= 0. In particular,
if τ is irreducible, then τ is trivial on N .

Proof. (ii) We may assume that F = Qp, so τ is a locally analytic representation of
P . By finite-dimensional representation theory of (a Borel subalgebra of) pC , we
have τnC 6= 0. This is a P -subrepresentation of τ on which N acts smoothly. By
using the S-action, we see that τnC = τN .

(i) The claim for ψ follows from (ii), as G′ is the normal subgroup generated by
U , and the argument for smooth τ is similar to (ii) (but easier and well-known). �

2.3. The functor of Orlik–Strauch. In this section we discuss the categories
Op, OP and functors FGP of Orlik–Strauch for general G. We also take up and
extend some general notions from [Orl18].

Let P = LN be a standard parabolic subgroup. Recall the abelian categories
Op and OP . First, Op is the full subcategory of U(gC)-modules M such that

(i) M is a finitely generated U(gC)-module,
(ii) M is a direct sum of absolutely simple finite-dimensional lC-modules,
(iii) the action of pC on M is locally finite.

The objects of OP consist of pairs (M, τ), where M ∈ Op and τ is a locally
finite-dimensional locally analytic action of P on M whose derivative equals the
given action of pC ⊂ gC and such that g ◦X ◦ g−1 = Ad(g)(X) on M for all g ∈ P ,
X ∈ U(gC). The morphisms consist of maps in Op that are moreover P -linear.

In particular, OG consists of all finite-dimensional locally analytic representa-
tions of G on which the derived action of gC is a direct sum of absolutely simple
gC-modules. This category is stable under duality. Note that if τ is a finite-
dimensional smooth representation of P , then τ ∈ OP (killed by gC). We also
remark that any object in Op, OP is of finite length [Hum08, 1.11 Theorem].

Let T ′ be a maximal split torus containing SC in the split group ZC and let t′

be its Lie algebra. Let zL denote the Lie algebra of the center ZL of L.

Lemma 2.5. Condition (ii) in the definition of category Op may be replaced by
either

(ii′) M is a direct sum of 1-dimensional t′-modules; or
(ii′′) M is a direct sum of 1-dimensional zL,C-modules.

Proof. This is a question about gC-modules, so we may work over F = C. In
particular, G is split and T ′ = S (and we can drop all extensions of scalars to C).
Note that (ii′) implies (ii′′), as zL ⊂ t′. To see that (ii) implies (ii′), let W be any
absolutely simple finite-dimensional l-module. Then W u is 1-dimensional, so the
surjection U(g) ⊗U(b) W

u � W shows that W is a direct sum of 1-dimensional
t′-modules.
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Finally we show that (ii′′) implies (ii). We know that M is a sum of finite-
dimensional l-submodules by (iii). It suffices to show that any finite-dimensional l-
module W on which zL acts diagonalizably is a sum of absolutely simple l-modules.
Write l = lder ⊕ zL. By the diagonalizability, W is a direct sum of zL-isotypic
components, and this decomposition is preserved by lder. As lder is a semisimple
Lie algebra we may assume that W is simple. By highest weight theory, any simple
module of lder ⊗ C may be defined over C, hence W is absolutely simple. �

Remark 2.6. Note that for any M , M ′ ∈ OP with M ′ finite-dimensional the tensor
product M ⊗M ′ lies in OP as well. (Use condition (ii′).)

Remark 2.7. Suppose that V is a finite-dimensional locally analytic representation
of a parabolic subgroup P = LN . From the locally analytic homomorphism P →
GL(V ) and the functoriality of the logarithm map [Bou72, III.7.6] we see that

(2.1) nv =

∞∑
i=0

(log n)i

i!
v

for all n ∈ N near 1 and all v ∈ V . By using the action of L we see that in fact
formula (2.1) is valid for all n ∈ N . We will just say that we “integrate” over N .

Lemma 2.8. Suppose P ⊂ Q.

(i) The forgetful functor OQ → OP is fully faithful.
(ii) If M ∈ OQ and M ′ ∈ OP is a subquotient, then M ′ ∈ OQ.
(iii) If M ∈ OQ is simple, it is simple in OP as well.

Proof. (i) Let M1,M2 ∈ OQ and we prove that any morphism ϕ : M1 →M2 in OP
is Q-equivariant. Since ϕ is uC ∩ qC-equivariant and this subalgebra acts locally
nilpotently on M1,M2, by integration, ϕ is U ∩Q-equivariant. Since Q is generated
by P and U ∩Q, ϕ is Q-equivariant.

(ii) We may assume M ′ is a subobject of M in OP . As in (i), by integration,
M ′ is U ∩Q-stable and hence Q-stable. This implies (iii). �

Remark 2.9. If ϕ : G1 → G is a morphism such that ϕ(Gder
1 ) = Gder, kerϕ ⊂ ZG1

,

and the parabolic P 1 = ϕ−1(P ) is obtained as pre-image of P , then we obtain
functors Op → Op1 and OP → OP1 by inflation, which will occasionally be useful.

Lemma 2.10. Any simple object of Op is absolutely simple. In particular, any
gC-simple object of OP is absolutely simple.

Proof. This is a question about gC-modules, so we may work over F = C. In
particular, G is split (and we can drop all extensions of scalars to C). Let W ∈ Op

simple. As in the proof of Lemma 2.5 we can take λ ↪→ W u a 1-dimensional t′-
submodule, so U(g)⊗U(b) λ�W . Therefore the weight space Wλ is 1-dimensional
and generates W , hence Endg(W ) = C, i.e. W is absolutely simple. �

Let W ∈ OL. Then on the generalized Verma module M(W ) = MG(W ) :=
U(gC) ⊗U(pC) W , P acts by p′(X ⊗ w) = Ad(p′)X ⊗ p′w for p′ ∈ P , w ∈ W and

X ∈ gC . We have M(W ) ∈ OP . (More generally, this construction works if W is a
finite-dimensional locally analytic representations of P on which lC is a direct sum
of absolutely simple lC-modules, but this is not traditionally called a generalized
Verma module.) If W ∈ OL is simple, then M(W ) has a unique simple quotient in
OP (by the lemma that follows), which we denote by L(W ) = LG(W ).

Occasionally we will also use the generalized Verma moduleM(W ) := U(gC)⊗U(pC)

W for W ∈ Ol and its simple quotient L(W ) (if W is simple).
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Lemma 2.11. If M ∈ OP is simple (resp. absolutely simple), then MN ∈ OL
is simple (resp. absolutely simple). Moreover, M(MN ) has M as unique simple
quotient in OP .

Conversely, if M ′ ∈ OL is simple (resp. absolutely simple), then M(M ′) has a
unique simple (resp. absolutely simple) quotient Q in OP , and QN ∼= M ′. Moreover,
Q is the largest semisimple quotient of M(M ′) in Op.

Proof. Pick any nonzero submodule M ′ ⊂ MN = MnC in OL, so M(M ′) =
U(gC)⊗U(pC) M

′ �M . As M is simple, M |gC is semisimple, so M |gC ∼=
⊕

V V ⊗
MV , where V runs through isomorphism classes of simple modules in Op and MV

is the multiplicity space. Note that MnC ∼=
⊕

V V
nC ⊗MV with V nC ∈ Ol (abso-

lutely) simple lC-modules. Moreover by highest weight theory we see that V1
∼= V2 if

and only if V nC
1
∼= V nC

2 for simple modules V1, V2 ∈ Op, i.e. MnC ∼=
⊕

V V
nC ⊗MV

is the decomposition into isotypic components. Since M ′ is an lC-submodule of
MnC , M ′ ∼=

⊕
V V

nC ⊗M ′V for some subspaces M ′V ⊂MV . Therefore M ′ = W nC ,
where W :=

⊕
V V ⊗M ′V (considered as gC-submodule of M). Now the image of

U(gC)⊗U(pC) M
′ �M is contained in W , so W = M . Hence M ′ = MN , i.e. MN

is simple. The absolutely simple case follows.
If M ′ ∈ OL is simple, then M ′|lC ∼=

⊕r
i=1W

′
i with W ′i absolutely simple lC-

modules. Then M(M ′) = U(gC)⊗U(pC) M
′ has a largest semisimple quotient Q as

gC-module, and this quotient is in OP , as the gC-radical is P -stable. Moreover the
composition M ′ ↪→M(M ′)� Q has image QnC , so M ′ ∼= QN as L-representations.

Let Q′ ⊂ Q denote a simple subobject. Then 0 6= Q′
N ⊂ QN , so Q′

N
= QN . By

construction, Q is a direct sum of absolutely simple gC-modules, hence no proper
gC-submodule ofQ can have the same nC-invariants asQ, soQ′ = Q, i.e.Q is simple
in OP . The absolutely simple case follows, as our construction of Q commutes with
scalar extensions.

Going back to the first part, M(M ′) surjects onto M , hence by the previous
paragraph M is its unique simple quotient. �

Corollary 2.12. Suppose that W ∈ OL is simple and that Q = LQNQ is a parabolic
subgroup containing P . Then L(W )NQ ∼= LLQ(W ) in OP∩LQ . Moreover, we have

L(W ) ∈ OQ if and only if LLQ(W ) ∈ OLQ , and in this case L(W ) ∼= L(LLQ(W ))

in OQ.

Proof. We first note that if M ∈ Op, then MnQ,C ∈ Op∩lQ . Hence if M ∈ OP , then
MNQ = MnQ,C ∈ OP∩LQ . We claim that if M ∈ OP is simple, then MNQ is simple
in OP∩LQ . Suppose by contradiction that 0→M ′ →MNQ →M ′′ → 0 in OP∩LQ
withM ′, M ′′ nonzero. Then the sequence splits as lQ,C-modules, so it remains exact
on nC ∩ lQ,C-invariants. In other words, 0→ (M ′)N∩LQ →MN → (M ′′)N∩LQ → 0
is exact in OL. On the other hand, (M ′)N∩LQ = (M ′)nC∩lQ,C 6= 0 and likewise for
(M ′′)N∩LQ , contradicting the simplicity of MN in OL (Lemma 2.11). This proves
the claim. The isomorphism L(W )NQ ∼= LLQ(W ) in OP∩LQ follows by taking

M := L(W ) and applying Lemma 2.11.
In particular, if L(W ) ∈ OQ, then LLQ(W ) ∈ OLQ . Conversely, if LLQ(W ) ∈

OLQ then L(LLQ(W )) ∈ OQ and by taking N -invariants in stages we can identify

L(LLQ(W )) with L(W ) in OP , and hence in OQ, by Lemma 2.11. �

Lemma 2.13. Suppose that W ∈ OL and X ∈ OP with X = XN . Then W ⊗X ∈
OL and M(W ⊗X) ∼= M(W )⊗X in OP . If moreover W ⊗X is simple in OL and
L(W )⊗X is simple in OP , then L(W ⊗X) ∼= L(W )⊗X in OP .

In particular, X could be a locally analytic character of G (cf. Lemma 2.4).
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Proof. We have X = XN ∈ OL, so W ⊗ X ∈ OL by Remark 2.6. The natural
isomorphism U(gC) ⊗U(pC) (W ⊗ X) → (U(gC) ⊗U(pC) W ) ⊗ X of gC-modules
sending 1⊗ (w⊗ x) to (1⊗w)⊗ x (cf. [Hum08, §3.6]) is also P -equivariant, which
completes the proof of the first claim. The second claim follows by Lemma 2.11
(noting that W is simple, as W ⊗X is simple). �

Let Repadm(L) be the category of admissible smooth L-representations. When

G is split, Orlik–Strauch [OS14b] define a functor FGP from (OP )op × Repadm(L)
to the category of admissible locally analytic representations of G. Their functor
can be generalized to any G, see Appendix A.

For the theory of Orlik–Strauch, we need a small assumption on p as follows
[OS14b, Assumption 4.1].

Assumption 2.14. If the absolute root system of G has irreducible components of
type B, C or F4, we assume p > 2. If the absolute root system of G has irreducible
components of type G2, we assume p > 3.

Definition 2.15. We say that M ∈ OP is equimaximal if for any parabolic sub-
group Q containing P we have M ∈ OQ if and only if M |gC ∈ Oq. In this case we
say that M has maximal parabolic Q if Q is largest among all parabolic subgroups
containing P such that M ∈ OQ.

Recall that we assumed in §1.9 that C be sufficiently large. The reason is part
(iii) of the following theorem (see Appendix A).

Theorem 2.16 (Theorem A.1). Assume Assumption 2.14.

(i) The functor FGP is exact in both arguments.
(ii) Let Q = LQNQ ⊃ P be another parabolic subgroup. If M ∈ OQ and

π ∈ Repadm(L), then FGP (M,π) ∼= FGQ (M, (Ind
LQ
P∩LQ π)sm).

(iii) Assume that M ∈ OP is equimaximal with maximal parabolic P and π ∈
Repadm(L). Assume that M |gC ∈ Op is simple and π is irreducible. Then
FGP (M,π) is irreducible.

We also note two more basic properties that follow by construction. For a locally
convex space V , let V ′ be the strong dual space of V , namely V ′ is the space
of continuous linear maps V → C with the topology of uniform convergence on
bounded subsets of V .

Proposition 2.17.

(i) Suppose that W is a finite-dimensional locally analytic representation of
P on which lC acts as a direct sum of absolutely simple lC-modules and
π ∈ Repadm(L). Then FGP (M(W ), π) ∼= (IndGP W

′ ⊗ π)an.
(ii) If τ is any finite-dimensional smooth representation of L, M ∈ OP , π ∈

Repadm(L), then FGP (M ⊗ τ, π) ∼= FGP (M,π ⊗ τ ′).

The following corollary will be proved following Proposition 2.26 (which is needed
as input).

Corollary 2.18. Assume Assumption 2.14. Let M ∈ OP and π ∈ Repadm(L) such
that π is of finite length. Then FGP (M,π) is strongly admissible and topologically
of finite length.

We say that a finite-dimensional representation of G (or more generally P ) is
algebraic if it is obtained by restriction from an algebraic representation of the split
group GC := G×F C (or PC).

We let OPalg ⊂ OP be the full subcategory consisting of those objects where the
action of P is locally finite-dimensional algebraic. It is closed under subquotients.
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The composition OPalg → OP → Op is fully faithful with essential image Op
alg,

consisting of those objects where t′ acts by elements of X∗(T ′) ⊂ t′∗ [OS15, §2,
Lemma 3.2]. If W ∈ OLalg, then M(W ) ∈ OPalg and hence L(W ) ∈ OPalg (if W is

simple). We state a useful consequence.

Lemma 2.19. Any M ∈ OPalg is equimaximal.

2.4. Some decompositions in O. Recall that T ′ is a maximal split torus con-
taining SC in the split group ZC with Lie algebra t′. Let b′ = t′ ⊕ u′ be a Borel

subalgebra of gC . We write Φ̃ for the set of t′-roots in gC and Φ̃+ for the set
of t′-roots in u′. For λ ∈ (t′)∗, the Verma module U(gC) ⊗U(b′) λ has a unique

irreducible quotient L(λ) in Ob′ .

Lemma 2.20. If H is a compact abelian locally F -analytic group, then any F -
linear map λ : LieH → C lifts to a locally analytic homomorphism H → C× (after
perhaps replacing C by a finite extension). If H is a torus over F , then any F -
linear map λ : LieH → C lifts to a locally analytic homomorphism H(F ) → C×

(after perhaps replacing C by a finite extension).

Remark 2.21. The finite extension of C may depend on λ, as one can already see
in case H = Zp over F = Qp. (Note that if χ : Zp → C×, then dχ(Zp) ⊂ log(O×C )
is bounded.)

Proof. The given λ lifts to a locally analytic homomorphism f : H0 → C× for some
open subgroup H0 of H by [Sch11, Proposition 18.17], so H0 is of finite index.
Using for example that O×

C
(where C is an algebraic closure of C) is an injective

abelian group we deduce that we can extend f to a homomorphism H → C ′
×

for
some finite extension C ′ of C.

For the second part, note that H(F ) ∼= H(F )1×Zd for some d ≥ 0, where H(F )1

is the maximal compact subgroup [KP22, §2.5(b), (c)]. In particular, H(F )1 is a
compact abelian locally F -analytic group and we can apply the first part. �

Lemma 2.22. Suppose that Gder is simply connected.

(i) If G is semisimple (simply-connected), then any simple object of Og lifts
to OG (even OGalg). If moreover all simple factors of G are isotropic, then

Og = OGalg = OG.

(ii) In general, any simple object of Op lifts to OP , after perhaps replacing C
by a finite extension. Any two lifts differ by a smooth character of L.

(iii) If M is a gC-simple object in OG, then M ∼= Malg ⊗ ψ, where Malg is an
algebraic representation of G and ψ a locally analytic character of G (after
perhaps replacing C by a finite extension).

Remark 2.23. The second claim in (i) fails without the condition on the simple
factors. For example, let G = SL1(D), where D is a finite-dimensional non-
commutative division algebra over F . Then G admits a (finite-dimensional) irre-
ducible smooth representation of dimension greater than 1, which becomes reducible
in Og.

Part (ii) may require an extension of scalars even when G is a torus, cf. Re-
mark 2.21.

We cannot drop the condition that Gder is simply connected. For parts (i) and
(ii), supposeG = PGL3, F = Qp, p ≡ 1 (mod 3). Then we have L(2/3,−1/3,−1/3) ∈
Og, and we claim that it does not lift to OG. If there was a lift in OG, then we can
inflate it to OGL3 , so by part (iii) it is of the form L(1, 0, 0) ⊗ (ψ ◦ det), where ψ
is a locally analytic character of Q×p . But by considering the 3-torsion subgroup of

Q×p it is easy to see that such a lift does not exist, as we cannot solve ψ(x)3 = x−1
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(x ∈ Q×p ). A similar example with G = PGL2 can be found in [OS14b, Example

2.4]. For part (iii), suppose G = PGL3, F = Qp, p ≡ 2 (mod 3), and p1/3 ∈ C.
Then there exists a continuous (hence locally Qp-analytic) character ψ : Q×p → C×

such that ψ(x)3 = x−1. Let V be the standard representation of GL3(Qp). Then
V ⊗ (ψ ◦ det) ∈ OG but is not an algebraic representation up to twist. (The last
example is related to [STP01, §3 Example].)

Proof. (i) Take any M ∈ Og simple. Then M ∼= L(λ) for some λ ∈ (t′)∗ with

〈λ, α∨〉 ∈ Z≥0 for all α ∈ Φ̃+. As G is semisimple simply-connected, λ ∈ X∗(T ′) is
dominant and so M lifts to the algebraic representation L(λ) of GC ; by restriction
to G we get our desired object of OGalg.

If moreover all simple factors of G are isotropic, then by Kneser–Tits we know
that G is generated by the unipotent radicals U and U . If M1,M2 ∈ OG and
f : M1 → M2 is U(gC)-linear, then by integrating the action over unipotents we
deduce that f is U -linear and U -linear, hence G-linear. Therefore the forgetful
functor OG → Og is fully faithful. By the previous paragraph the composite
OGalg → OG → Og of fully faithful embeddings is an essential surjection (as Og is

semisimple), hence we get equivalences OGalg = OG = Og.

(ii) First we consider the case P = G and take W ∈ Og (absolutely) simple. By
the above we can lift W |gder

C
to an algebraic representation of Gder

C , which extends

to an algebraic representation of GC (as T ′der is a direct factor of T ′). So there
exists an algebraic G-representation M that agrees with W on gder

C . The space
λ := Homgder

C
(M,W ) has a natural action of gC/g

der
C and, since M,W are absolutely

simple gder
C -modules, λ is 1-dimensional. Hence M ⊗ λ→ W is an isomorphism in

Og. By Lemma 2.20 (extending scalars if necessary) we can lift λ : gC/g
der
C → C to

a locally analytic character G/Gder → C×, and this implies the claim.
Now suppose P is arbitrary standard parabolic subgroup and W ∈ Op simple.

Then W nC ∈ Ol is simple and we can lift it to an object M ′ of OL by the previous
paragraph (after a scalar extension). Then the unique simple quotient L(M ′) of
M(M ′) in OP lifts W by Lemma 2.11.

If M1, M2 ∈ OP are lifts of the same simple object of Op, then MN
1 |lC ∼= MN

2 |lC
and we let η := HomlC (MN

1 ,M
N
2 ), a smooth character of L. Then MN

1 ⊗ η ∼= MN
2

in OL and hence M1 ⊗ η ∼= M2 in OP by Lemma 2.11.
(iii) In the proof of part (ii) we saw that M |gC admits a lift of the form M ′ =

Malg ⊗ ψ′ in OG, where Malg is algebraic and ψ′ a character of G/Gder. Then
η := HomgC (M ′,M) is a 1-dimensional smooth representation of G and M ∼=
M ′ ⊗ η ∼= Malg ⊗ ψ′η. �

Proposition 2.24.

(i) If M0 ∈ OP is gC-simple and τ is finite-dimensional irreducible (resp.
absolutely irreducible) smooth L-representation, then M0 ⊗ τ is a simple
(resp. absolutely simple) object of OP .

(ii) The decomposition M0 ⊗ τ in (i) is unique up to a smooth character of L.

(iii) If Gder is simply connected, then any absolutely simple object of OP can
be decomposed as in (i), after perhaps replacing C by a finite extension.

Proof. (i) Consider M = M0 ⊗ τ , where M0 ∈ OP is gC-simple and τ is a finite-
dimensional irreducible smooth L-representation. Then M lies in OP clearly. By
restricting to gC we see that any subobject is of the form M0⊗V ′ for some L-stable
subspace V ′ ⊂ τ , hence M is simple. If moreover τ is absolutely irreducible, then
M is absolutely simple.
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(ii) Suppose M1 ⊗ τ1 ∼= M2 ⊗ τ2 in OP with Mi, τi as in the statement of part
(i). By taking N -invariants we get MN

1 ⊗ τ1 ∼= MN
2 ⊗ τ2 in OL, where MN

i ∈ OL
are lC-simple.

Restricting to lC we deduce MN
1 |lC ∼= MN

2 |lC . Then η := HomlC (MN
1 ,M

N
2 )

is a smooth 1-dimensional representation of L and MN
1 ⊗ η ∼= MN

2 . By replacing
(M1, τ1) by (M1⊗η, τ1⊗η−1) we may assume η = 1. From HomlC (MN

1 ,M
N
1 ⊗τi) ∼=

τi we then deduce τ1 ∼= τ2. Finally we deduce M1
∼= M2 from M(MN

1 ) ∼= M(MN
2 )

and Lemma 2.11.
(iii) We first treat the case where P = G, so suppose M ∈ OG absolutely simple.

Pick W0 a simple subobject of M in Og. Extending scalars if necessary, we can
find M0 ∈ OG lifting W0 by Lemma 2.22 (using that Gder is simply connected).
We now have absolutely irreducible G-representations M0,M such that

τ := HomgC (M0,M) 6= 0.

Note that G acts smoothly on τ and that we get a nonzero G-linear map M0⊗ τ →
M . This is an isomorphism, as the both sides are simple. It follows that τ is
absolutely irreducible.

Now in general, suppose that M ∈ OP . Note that MN ∈ OL is absolutely simple
by Lemma 2.11. Write MN = M0 ⊗ τ by the previous paragraph (after perhaps
extending scalars), where M0 ∈ OL is lC-simple and τ is an absolutely irreducible
smooth L-representation. Then M ∼= L(MN ) ∼= L(M0) ⊗ τ by Lemma 2.13 and
L(M0) ∈ OP is gC-simple. �

Corollary 2.25. Suppose that P = LN and that all simple factors of the adjoint
group Lad = L/ZL are isotropic. Then every absolutely simple object of OP is

gC-simple, i.e. a decomposition as in Proposition 2.24(i) exists (with τ = 1).

Proof. Suppose that M ∈ OP is absolutely simple. If Gder is simply connected, then
we can write M ∼= M0⊗τ as in Proposition 2.24. As Lder is simply connected and all
simple factors of Lder are isotropic, by Kneser–Tits we know that L′ = Lder. Hence
the finite-dimensional smooth representation τ is trivial on Lder by Lemma 2.4.
Since L/Lder is abelian, we deduce that τ is 1-dimensional and hence M is gC-
simple.

For general G, let G̃� G be a z-extension, so G̃der is simply connected, G̃� G̃

on F -points, and g̃C � gC for the Lie algebras. Then the inflation M̃ of M becomes

an absolutely simple object of OP̃ , where P̃ is the pre-image of P in G̃. By the

previous paragraph, M̃ is g̃C-simple, so M is gC-simple. �

Proposition 2.26. Suppose that Gder is simply connected.

(i) If M is a gC-simple object in OB ∩Op, then, perhaps after replacing C by
a finite extension, there is a smooth character η of Z such that M ⊗ η lies
in OP . Moreover, η is unique up to a smooth character of L.

(ii) If M is a gC-simple object of OP , then, perhaps after replacing C by
a finite extension, there is a smooth character η of L such that M ⊗ η
is equimaximal. Moreover, η is unique up to a smooth character of LQ,
where Q is the maximal parabolic such that M ∈ Oq.

Remark 2.27. We cannot drop the condition that Gder is simply connected in part
(i) (see the example with G = PGL3(F ), p ≡ 1 (mod 3) in Remark 2.23).

Proof. (i) Take M a gC-simple object in OB ∩Op. By Lemma 2.22(ii) there exists
W ∈ OP such that W |gC ∼= M |gC and moreover there exists a smooth character η
of Z such that W ∼= M ⊗ η in OB . The uniqueness follows from the uniqueness of
Lemma 2.22(ii).
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(ii) By part (i) there exists a smooth character η of Z such that M⊗η ∈ OQ, i.e.
M ⊗ η is equimaximal. By the uniqueness part of (i) applied to M,M ⊗ η ∈ OP ,
we see that η is in fact a smooth character of L. The uniqueness assertion follows
by the same reasoning. �

We can now prove Corollary 2.18.

Proof of Corollary 2.18. The strong admissibility follows from the proof of [OS15,
Lemma 2.4(ii)]. (By Lemma 2.4 any irreducible finite-dimensional locally analytic
representation of P is trivial on N .)

For the finite length claim, we first make a reduction to the case where Gder is

simply connected. We take a z-extension G̃� G, so G̃der is simply connected and

G̃ � G on F -points. By pullback to G̃ we obtain P̃ = L̃Ñ , and inflation gives

M̃ ∈ OP̃ and π̃ finite-length smooth of L̃. The construction of Orlik–Strauch is

compatible with pullback, i.e. the inflation of FGP (M,π) to G̃ is naturally isomorphic

to F G̃
P̃

(M̃, π̃). Thus if F G̃
P̃

(M̃, π̃) is topologically of finite length, so is FGP (M,π).

Suppose Gder is simply connected. By exactness of FGP , we may assume that
M is simple. It suffices to prove the result after a finite scalar extension, and
we allow such extensions in the proof without further comment. In particular,
we may assume that M is absolutely simple. By Proposition 2.24(iii) we can write
M = M0⊗τ withM0 gC-simple and τ a finite-dimensional smooth L-representation.
Using Proposition 2.26(ii) we may moreover twist by a smooth character of L and
assume that M0 is equimaximal. By construction, FGP (M,π) ∼= FGP (M0, π ⊗ τ).
Moreover, π ⊗ τ is of finite length, since it is admissible and finitely generated.
Hence we may assume that M is gC-simple and equimaximal. By exactness of
FGP we can also assume that π is irreducible. Then FGP (M,π) is irreducible by
Theorem 2.16. �

Lemma 2.28. Suppose that W ∈ OL is lC-simple. Then every subobject of M(W )
in Op is P -stable, i.e. lies in OP . In particular, every Jordan–Hölder factor of
M(W ) in OP is gC-simple.

Proof. Suppose first that Gder is simply connected. It suffices to check this after a
finite scalar extension. So by Lemma 2.22 we may write W = Walg ⊗ ψ with Walg

algebraic and ψ a locally analytic character of L. By integration, every subobject of
M(W ) in Op is N -stable. As an L-representation we have M(W ) = U(gC)⊗U(pC)

W ∼= U(u−P,C)⊗Walg⊗ψ, and by twisting it suffices to check L-stability when ψ = 1.

As U(u−P,C)⊗Walg is a (locally finite) algebraic representation of L, it is clear that

any lC-submodule is L-stable. For general G, take a z-extension ϕ : G̃ � G, so

G̃der is simply connected and G̃� G on F -points. Let P̃ := ϕ−1(P ), L̃ := ϕ−1(L)

and let W̃ ∈ OL̃ be obtained by inflation (cf. Remark 2.9). Then M G̃(W̃ ) ∈ OP̃ is

obtained from MG(W ) ∈ OP by inflation, and the claim follows from the previous
case. �

Lemma 2.29. Suppose that W ∈ OL is absolutely simple and that Q = LQNQ is
any parabolic subgroup containing P .

(i) Suppose that W ∼= W0⊗ τ in OL, where W0 is lC-simple and τ is smooth.
Then L(W ) ∈ OQ if and only if L(W0) ∈ OQ and τ extends to a smooth
representation of LQ.

(ii) Suppose that Gder is simply connected. Then L(W ) ∈ OQ if and only if
(after perhaps replacing C by a finite extension) W ∼= Walg⊗ψ|L⊗ τ̃ |L for
some algebraic representation Walg of L, a locally analytic character ψ of
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LQ, and a smooth representation τ̃ of LQ such that moreover L(Walg) ∈
Oq.

In part (ii) we could alternatively demand that W ∼= Walg ⊗ ψ|L ⊗ τ , where τ
is a smooth representation L that is trivial on L ∩ L′Q (after perhaps replacing C

by a finite extension). (If τ̃ is as above, then it is trivial on L′Q by Lemma 2.4.

Conversely, τ is a representation of L/(L∩L′Q) ∼= LQ/L
′
Q, so extends to LQ.) Also

note that the property L(Walg) ∈ Oq is equivalent to the lowest weight of Walg in
X∗(T ′) being antidominant relative to the Levi LQ.

Proof. (i) Suppose that L(W ) ∈ OQ and W ∼= W0 ⊗ τ as in the statement of the
lemma. Then L(W ) ∼= L(W0)⊗τ in OP by Lemma 2.13. Moreover L(W )NQ ∈ OLQ
is finite-dimensional and by Lemma 2.4 we have L(W )NQ ∼= L(W0)NQ ⊗ τ . Hence
L(W0)NQ is finite-dimensional, hence lies in OLQ , so L(W0) ∈ OQ as it is a quotient
of M(L(W0)NQ) ∈ OQ. Let τ̃ := HomgC (L(W0), L(W )). Then τ̃ has a smooth
action of LQ and τ̃ |L ∼= τ by the isomorphism above.

Conversely, let τ̃ be the (unique) smooth extension of τ to LQ. Then L(W ) ∼=
L(W0)⊗ τ̃ ∈ OQ because they are isomorphic in OP .

(ii) If Gder is simply connected, then we can always decompose W ∼= W0 ⊗ τ
as in (i) by Proposition 2.24 (after perhaps extending scalars). If L(W ) ∈ OQ,
then by (i) we deduce that τ extends to a smooth representation τ̃ of LQ and
that L(W0) ∈ OQ. By Lemma 2.22(iii) we can write L(W0)NQ ∼= Malg ⊗ ψ in
OLQ with Malg algebraic and ψ a locally analytic character of LQ (after perhaps
extending scalars). Taking N ∩ LQ-invariants and using Lemma 2.4 we get that

W0
∼= M

N∩LQ
alg ⊗ ψ|L with M

N∩LQ
alg algebraic.

Conversely, if W ∼= Walg ⊗ ψ|L ⊗ τ̃ |L as in the statement of the lemma, then
L(Walg) is equimaximal as Walg is algebraic (Lemma 2.19), so L(Walg) ∈ OQ. Let
W1 := Walg⊗ψ|L, which is an lC-simple object of OL, and L(W1) ∼= L(Walg)⊗ψ|L
in OP by Lemmas 2.13, 2.4 and shows that L(W1) ∼= L(Walg) ⊗ ψ ∈ OQ. Then
W ∼= W1 ⊗ τ̃ |L lies in OQ by (i). �

2.5. The socle of locally analytic parabolic induction. The following proposi-
tion generalizes [OS14a, Theorem 3.5] and [Bre16, Proposition 2.4], which assumed
M ∈ OPalg and G split.

Proposition 2.30. Suppose that P = LN and that M ∈ OP is gC-simple and
equimaximal with maximal parabolic P . Let π be an admissible smooth representa-
tion of L. Then

(2.2) H0(N,FGP (M,π)′) ∼= MN ⊗ π′

as representations of L (on nuclear Fréchet spaces).

Proof. The proof follows the same lines as [OS14a, Theorem 3.5] and [Bre16, Propo-
sition 2.4]. We let P = LN denote the opposite parabolic subgroup and n the Lie
algebra of N .

We fix some notation. Recall that we fixed a special parahoric subgroup K ⊂ G.
Let P0 := P ∩ K. For X a locally F -analytic manifold, let D(X) be the locally
convex space of locally F -analytic distributions on X with coefficients in C. If H is
a locally F -analytic group, then D(H) is a (separately continuous) locally convex
algebra. For h ∈ H, we have δh ∈ D(H) defined by f 7→ f(h). If H is a closed
subgroup of G, let D(g, H) be the subalgebra of D(G) generated by U(gC) and
D(H). Let Φ be the root system for (G,S), Φ+ the set of roots in B, ∆ the set of
simple roots and W the Weyl group.
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First assume π = 1. Assume rp
m ∈ pQ ∩ (p−1, p−1/κ(p−1)) for some m ≥ 0 and

r sufficiently close to 1 (where κ ∈ {1, 2} is as in §A). Let I ⊂ ∆ be the set of
simple roots corresponding to P and WI the subset of W generated by reflections
for elements in I. For each w ∈ W we fix a representative ẇ ∈ K. Let I be an
Iwahori subgroup fixing a facet of the apartment of S having vertex x0. Then

FGP (M)′ ∼=
⊕
w∈W I

δẇD(ẇ−1Iẇ · P0)⊗D(g,P0) M,

where W I denotes the Kostant representatives of W/WI . Fix w and let Ĥ :=

ẇ−1Iẇ, M := D(ĤP0) ⊗D(g,P0) M (coadmissible). We now use the notation and
definitions of Appendix A, in particular defining G0 and an open normal L-uniform
subgroup H CG0 that has an Iwahori decomposition H = H−H+ with respect to
N × P . We may assume that H is contained in Ĥ. The group H is used to define

norms qr (cf. [OS10, 2.2.6]) onD(H̃) for any compact subgroup H̃ ofG that contains

H (and likewise H± is used to define norms on D(H̃±) for any compact subgroup

H̃± of N , resp. P , that contains H±). We also have an Iwahori decomposition

Ĥ = Ĥ−Ĥ+ with respect to N × P . Let Dr(H) be the completion of D(H) with
respect to qr. Let Ur(g) denote the closure of U(gC) in Dr(H) (or equivalently

in Dr(Ĥ)) and Dr(g, P0) the subring of Dr(K) generated by Ur(g) and Dr(P0).

Let Mr := Dr(ĤP0) ⊗D(ĤP0) M ∼= Dr(Ĥ) ⊗D(g,Ĥ∩P0) M (so M ∼= lim←−rMr by

coadmissibility) and mr := Ur(g)M ⊂ Mr. As in the proof of [OS14b, Theorem

4.5] the module mr is Dr(g, P0)-stable, Dr(ĤP0) =
⊕

ĤP0/HmP0
δgDr(g, P0), mr ∼=

Dr(g, P0)⊗D(g,P0) M , and Mr
∼=
⊕

Ĥ−/H−,m δumr, where Hm (resp. H−,m) is the

(m + 1)-st term in the lower p-series of H (resp. H−). By Lemma A.10 we get
mr ∼= Ur(g) ⊗U(gC) M and Lemma A.11 applies to M ⊂ mr (by the beginning of
the proof of Theorem A.13).

If w ∈ W I \ {1}, then there exists a reduced root β ∈ Φ+ \ Φ+
I such that

w−1β ∈ Φ− \ Φ−I . (For any w 6∈ WI we can write w = w1w
′w2 with wi ∈ WI

and w′ 6= 1 the Kostant representative for the double coset. Then there exists
a reduced β > 0 such that w′−1β < 0.) If moreover H0(nC , δẇMr) 6= 0, then

H0(nC , δẇδumr) 6= 0 for some u ∈ Ĥ−, so Ad(u−1)y fails to act injectively on mr
for any y ∈ g(w−1β),C ⊂ Ad(w−1)nC∩nC . Arguing as in the proof of Theorem A.13,

by equimaximality, we deduce that −w−1β ∈ Φ+
I , contradiction.

Now suppose w = 1 and H0(nC , δumr) 6= 0 for some u ∈ Ĥ−. Note that mr is
simple as Ur(g)-module by Theorem A.13. As in Step 2 of the proof of [OS14b,

Theorem 4.7] we can embed mr into the formal completion M̂ =
∏
λ∈a∗P

Mλ, where

aP denotes the Lie algebra of the maximal split torus of the center of L, where each
λ-weight space Mλ is finite-dimensional. The action of n exponentiates to a locally

analytic action of N and we have n ◦ X ◦ n−1 = Ad(n)(X) on M̂ for all n ∈ N ,
X ∈ gC . (Use, for example, that log(Ad(n)) = ad(log(n)) ∈ GL(gC) for all n ∈ N .)

By assumption, 0 6= H0(Ad(u−1)nC ,mr) = mr∩u−1M̂nC = mr∩u−1MnC inside M̂ ,
so MnC ↪→ umr as pC-modules, hence we get a surjective map Ur(g)⊗U(pC)M

nC �
δu ? mr of Ur(g)-modules. (Here, δu ? mr denotes the space mr equipped with the
action of Ur(g) twisted by δu.) By Lemma A.11 the left-hand side has mr as unique

simple quotient, so we get mr
∼−→ δu ?mr, hence u ∈ H−,m by Theorem A.13.

Therefore, H0(nC ,Mr) = H0(nC ,mr) = MnC , giving an isomorphism MnC ∼=
H0(nC ,FGP (M)′). More precisely this is the image of the map i : MN = MnC ↪→
M → D(G) ⊗D(g,P ) M ∼= FGP (M)′ sending x to δ1 ⊗ x. Using a choice of locally
analytic section s : G/P → G of the projection G� G/P we obtain gC-linear iso-
morphisms FGP (M,π) ∼= FGP (M)⊗̂π and FGP (M,π)′ ∼= FGP (M)′⊗̂π′. We may take
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s such that s(1) = 1. As in [OS14a, Theorem 3.5] we find that H0(nC ,FGP (M,π)′)
is the image of the map

(2.3) i⊗ 1: MN ⊗ π′ ↪→ FGP (M)′⊗̂π′ ∼= FGP (M,π)′

whose strong dual is computed to be FGP (M,π) ↪→ (IndGP (MN )′⊗π)an � (MN )′⊗π,
where the second map is f 7→ f(1) (using s(1) = 1), which is P -linear (this is
not clear a priori). Taking N -invariants in (2.3) we finally obtain the L-linear
isomorphism (2.2). �

The following corollary generalizes [Bre16, Corollary 2.5], which assumed M ∈
OPalg and G split.

Corollary 2.31. Suppose that P = LN and that M ∈ OP is gC-simple and
equimaximal with maximal parabolic Q = LQNQ. Let π be an (admissible) smooth
representation of L of finite length. Then

socG FGP (M,π) = FGQ (M, socLQ(Ind
LQ
P∩LQ π)sm)

= socG((IndGP (MN )′ ⊗ π)an).

Remark 2.32. We note that any finite-length smooth C-representation of G is ad-
missible. For the proof, we can use a classical argument as follows. We may assume
that the representation is irreducible. Let π be an irreducible smooth representa-
tion. Then there exists a parabolic subgroup P = LU and an irreducible cuspidal
representation σ such that π ↪→ (IndGP σ)sm [Vig96, II.2.4]. Since (IndGP −)sm pre-
serves admissible representations, it is sufficient to prove that σ is admissible. Hence
we may assume that π is cuspidal.

Since G is σ-compact, dimC π is countable. Hence dimC EndG(π) is countable.
Since C is uncountable, the division algebra EndG(π) cannot contain a field of
rational functions. Therefore for any z ∈ ZG, the image of z in EndG(π) is algebraic
over C. Since ZG is topologically finitely generated, after tensoring with a finite
extension of C and taking an irreducible subquotient, we may assume that π has
a central character. Here note that a representation π is admissible (resp. finite
length) if and only if π⊗CC ′ is admissible (resp. finite length) for a finite extension
C ′. By [Vig96, II.2.7], π is ZG-compact. Let K ′ be a compact open subgroup of

G and let eK′ : V → V K
′

be the K ′-equivariant projection. Fix a nonzero vector
v ∈ π and set D := {g ∈ G | eK′gv 6= 0}. Then D/ZG is compact by [Vig96, I.7.3].

Therefore K ′\D/ZG is finite. Since π is irreducible, π =
∑
g∈G Cgv. Hence πK

′
=∑

g∈G CeK′gv =
∑
g∈K′\D/ZG

∑
z∈ZG CeK′gzv. The representation π has a central

character, hence CeK′gzv = CeK′gv. Therefore πK
′

=
∑
g∈K′\D/ZG CeK′gv is

finite-dimensional.

Proof of Corollary 2.31. The proof proceeds as in [Bre16], using Proposition 2.30
instead of [Bre16, Proposition 2.4]. We first make a reduction to the case where

Gder is simply connected. We take a z-extension 1 → T → G̃ → G → 1, where

G̃der is simply connected and T is a central induced torus, so 1 → T → G̃ →
G → 1. By pullback to G̃ we obtain P̃ = L̃Ñ and Q̃ = L̃QÑQ, and by inflation

we obtain M̃ ∈ OP̃ and π̃ finite-length smooth of L̃. Note that M̃ is g̃C-simple

and equimaximal with maximal parabolic Q̃. Moreover, the construction of Orlik–

Strauch is compatible with pullback, i.e. the inflation of FGP (M,π) to G̃ is naturally

isomorphic to F G̃
P̃

(M̃, π̃) and likewise for FGP (M(MN ), π) = (IndGP (MN )′ ⊗ π)an.

This completes the reduction.
It is clear that the functor FGP commutes with finite extensions of scalars. Also,

the functor socG (resp. socLQ) commutes with finite extensions of scalars on the
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category of admissible locally analytic representations of G (resp. LQ). (This fol-
lows, upon dualizing, from the statement that for a module M over a C-algebra D
we have socD(M)⊗C C ′ ∼= socD⊗CC′(M ⊗C C ′), for any finite separable extension
C ′/C. On the one hand, M is semisimple over D if and only if M⊗CC ′ is semisim-
ple over D ⊗C C ′, cf. [Bou12, §12.7]. On the other hand, socD⊗CC′(M ⊗C C ′) is
defined over C, by Galois descent.) Therefore it is enough to prove the result after a
finite extension of scalars. So by Proposition 2.26 we may assume that each simple
constituent of M(MN ) in OP is equimaximal up to twist by a smooth character of
L. (By Lemma 2.28 all such constituents are gC-simple.)

By the equimaximality assumption the irreducible constituents of FGP (M,π) are

precisely the FGQ (M,πQ), where πQ is an irreducible constituent of (Ind
LQ
P∩LQ π)sm.

If FGQ (M,πQ) injects into FGP (M,π) ∼= FGQ (M, I) where I := (Ind
LQ
P∩LQ π)sm and

πQ an irreducible constituent of I, then from Proposition 2.30 we get an LQ-linear
map MNQ⊗I ′ →MNQ⊗π′Q which has to be nonzero by [Bre16, Lemme 2.2] (whose
proof remains unchanged if W is any finite-dimensional locally analytic represen-
tation of P ). As MNQ is lQ-simple we can dualize and take HomlQ((MNQ)′,−)
to obtain an injection πQ ↪→ I of smooth LQ-representations. In fact, this gives
an injection (hence isomorphism) HomG(FGQ (M,πQ),FGP (M,π)) ↪→ HomLQ(πQ, I),
which justifies the first equality.

Suppose that σ is an irreducible subrepresentation of (IndGP (MN )′ ⊗ π)an =

FGP (M(MN ), π). Then σ is a constituent of FGP (M̃, π) for some simple constituent

M̃ of M(MN ) in OP . By the beginning of the proof there exists a smooth char-

acter η of L such that M̃η is equimaximal, and we denote its maximal parabolic

by Q̃ = LQ̃NQ̃. We deduce that σ ∼= FG
Q̃

(M̃η, πQ̃) for some irreducible smooth

representation πQ̃ of LQ̃. Then as in [Bre16] we obtain from Proposition 2.30 a

nonzero L-equivariant map

MN ⊗ (π′)N
(2.3)−−−→ H0(N,FG

Q̃
(M̃η, πQ̃)′) = H0(N ∩ LQ̃, (M̃η)NQ̃ ⊗ π′

Q̃
)

= (M̃η)N ⊗ (π′
Q̃

)N∩LQ̃ = M̃N ⊗ η(π′
Q̃

)N∩LQ̃ .

In particular, MN ∼= M̃N as lC-modules, but this implies M̃ ∼= M in OP (only
MN contains the highest weight for the action of t′). Therefore, σ has to lie in the
image of the map FGP (M,π) ↪→ FGP (M(MN ), π). �

The following corollary generalizes [Bre16, Corollary 2.7].

Corollary 2.33. Suppose M1,M2 ∈ OB are gC-simple and equimaximal. Let
Pi = LiNi denote the maximal parabolic for Mi and suppose that πi is a smooth
representation of Li of finite length. Then we have FGP1

(M1, π1) ∼= FGP2
(M2, π2)

if and only if P1 = P2 and there is a smooth character η of L1 = L2 such that
M1 ⊗ η ∼= M2 and π1 ⊗ η ∼= π2.

Proof. By Proposition 2.30 we have

H0(U,FGPi(Mi, πi)) = H0(U ∩ Li,MNi
i ⊗ π

′
i)
∼= MU

i ⊗ (π′i)
U∩Li .

We deduce that MU
1 |zC ∼= MU

2 |zC , hence M1, M2 have the same highest weight
in (t′)∗. In particular, P1 = P2, and we henceforth denote it by P = LN . The
isomorphism of L-representations MN

1 ⊗ π′1
∼= MN

2 ⊗ π′2 shows that MN
1 |lC ∼=

MN
2 |lC , so as in the proof of Lemma 2.22(ii) we deduce that M1⊗η ∼= M2 for some

smooth character η of L. Applying HomlC ((MN
1 )′,−) to the dual isomorphism

(MN
1 )′ ⊗ π1

∼= (MN
1 ⊗ η)′ ⊗ π2 we get π1

∼= π2 ⊗ η−1. The converse is clear. �

We also have a weak version when we drop the equimaximality condition.
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Corollary 2.34. Suppose Mi ∈ OPi is gC-simple and πi is a smooth representation
of Li of finite length (i = 1, 2). Let Qi ⊃ Pi be maximal such that Mi ∈ Oqi .
Suppose that FGP1

(M1, π1), FGP2
(M2, π2) share at least one irreducible constituent.

Then Q1 = Q2 and there exists a smooth character η : L1 ∩ L2 → C× such that
M1 ⊗ η ∼= M2 in OP1∩P2 . In particular, M1

∼= M2 in Ob.

Proof. We take a z-extension 1 → T → G̃ → G → 1, as in the proof of Corol-
lary 2.31. We keep the notation of that proof. By Proposition 2.26 for each i there

exists a smooth character η̃i of L̃i such that M̃iη̃i is equimaximal, i.e. lies in OQ̃i .
The inflation of FGPi(Mi, πi) to G̃ becomes

F G̃
P̃i

(M̃i, π̃i) ∼= F G̃Q̃i(M̃iη̃i, (Ind
L̃Qi
P̃i∩L̃Qi

π̃iη̃i)
sm).

By assumption and Theorem 2.16 we deduce from Corollary 2.33 that Q̃1 = Q̃2

and M̃1η̃1η̃3
∼= M̃2η̃2 in OQ̃1 = OQ̃2 for some smooth character η̃3 of L̃Q1

= L̃Q2
.

In particular, η̃ := η̃1η̃3η̃
−1
2 is trivial on T , so descends to a smooth character η of

L1 ∩ L2. It follows that M1 ⊗ η ∼= M2 in OP1∩P2 . �

Recall that ifW is a finite-dimensional locally analytic P -representation on which
t′ acts diagonalizably and π an admissible smooth representation of L, then we have
a pairing

〈·, ·〉Can(G,π) : (U(gC)⊗U(pC) W )× (IndGP W
′ ⊗ π)an → Can(G, π),

which is used to define FGP (M,π) for M ∈ OP [OS14b, §3.8] (recalled in Appen-

dix A). Recall that FGP (U(gC)⊗U(pC) W,π) = (IndGP W
′ ⊗ π)an.

The following lemma generalizes [Bre16, Lemma 3.1].

Lemma 2.35. Suppose that P = LN , M ∈ OP , and π an admissible smooth L-
representation. Suppose we are given morphisms W1 → MN ← W2 in OL so that
we have corresponding diagrams in OP , respectively locally analytic representations
of G:

U(gC)⊗U(pC) W1
φ1

))

(IndGP W
′
1 ⊗ π)an

M FGP (M,π)

jj

tt
U(gC)⊗U(pC) W2

φ2

55

(IndGP W
′
2 ⊗ π)an

Let f ∈ FGP (M,π) with images hi ∈ (IndGP W
′
i⊗π)an and xi ∈ U(gC)⊗U(pC)Wi such

that φ1(x1) = φ2(x2) in M . Then 〈x1, h1〉Can(G,π) = 〈x2, h2〉Can(G,π) in Can(G, π).

Proof. By considering W1 ⊕ W2 → MN we may reduce to the case where there
exists a map θ : W1 →W2 inducing commutative diagrams

W1

θ

��

&&

U(gC)⊗U(pC) W1

1⊗θ

��

))

(IndGP W
′
1 ⊗ π)an

MN M FGP (M,π)

jj

tt
W2

88

U(gC)⊗U(pC) W2

55

(IndGP W
′
2 ⊗ π)an

θ∗

OO

Next note that we have

FGP (M,π)� FGP (im(φi), π) = (IndGP W
′
i ⊗ π)ker(φi)

by the definition of FGP , i.e. hi is killed by ker(φi) with respect to the pairing
〈·, ·〉Can(G,π). By assumption, x2 − (1⊗ θ)(x1) ∈ ker(φ2), so we may replace x2 by
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(1⊗θ)(x1). But then the lemma comes down to the claim that 〈x1, θ
∗(h2)〉Can(G,π) =

〈(1⊗ θ)(x1), h2〉Can(G,π), which is obvious from the definitions. �

The following proposition generalizes [Bre16, Proposition 3.2].

Proposition 2.36. Suppose that P = LN , M ∈ OP gC-simple, and π an (admis-

sible) smooth L-representation of finite length. Let f ∈ (IndGP (MN )′ ⊗ π)an such

that the restriction f |N is locally constant. Then f ∈ (IndGP (MN )′ ⊗ π)ker(φ) =
FGP (M,π), where φ is the natural map U(gC)⊗U(pC) M

N �M .

Proof. The proof proceeds exactly as in [Bre16], noting that by Lemma 2.11 we
know that W := MN = MnC is in OL and lC-simple. We may assume f 6= 0. Note
that ∆f = 〈·, f〉Can(G,π) : U(gC)⊗U(pC) W → Can(G, π) is also P -linear, by letting

P act on Can(G, π) by (p′f)(g) := p′f(p′−1g). Now ker(∆f ) is (gC , P )-stable, and
hence a subobject in OP , so also im(∆f ) lies in OP . As f ∈ FGP (im(∆f ), π) by
construction, it suffices to show that M ′ := ker(im(∆f )�M) ∈ OP is zero. If not,
then V := M ′N = M ′nC is nonzero in OL (it need not be simple, but it does not
matter for the argument). Then let ψ : U(gC)⊗U(pC) V → im(∆f ) be the induced

map in OP . Following the proof [Bre16, Proposition 3.2], we use Lemma 2.35
instead of [Bre16, Lemma 3.1]. For the argument with weights near the end, we
may use weights of t′. �

2.6. Intertwiners. Suppose that P = LN be a parabolic subgroup and σ, τ are
continuous representations of L on Banach spaces.

Proposition 2.37. The natural map Homcts
L (σ, τ)→ Homcts

G ((IndGP σ)cts, (IndGP τ)cts)
is an isomorphism.

When G is split, P is minimal, and dimC σ = dimC τ = 1, then it follows from
the main theorem of [BH21].

Proof. By Frobenius reciprocity

Homcts
G ((IndGP σ)cts, (IndGP τ)cts) ∼= Homcts

P ((IndGP σ)cts, τ).

Fix a nonzero element µ ∈ Homcts
P ((IndGP σ)cts, τ).

Recall that we fixed a special point x0 in the apartment of S corresponding to
K. Let I be an Iwahori subgroup fixing a facet of the apartment of S having vertex
x0. Then G =

∐
w∈WL\W PwI where WL is the Weyl group NL(S)/Z. Then

(IndGP σ)cts ∼=
⊕

w(IndPwIP σ)cts and (IndPwIP σ)cts ∼= C0(I ∩ w−1Nw, σ). We first

claim that the restriction of µ to (IndPwIP σ)cts is zero for all w ∈ W \ WL. If
w /∈ WL there exists a reduced root α > 0 that appears in Lie(N) such that wα
appears in Lie(N), so Uα ⊂ N ∩w−1Nw. (The argument is exactly as in the proof
of Proposition 2.30.) Note that I ∩ w−1Nw =

∏
β(I ∩ Uw−1β) in any fixed order,

with β running through the roots of N , and we list β = wα first. Then Lemma 2.38
shows that any continuous I∩Uα-linear map C0(I∩w−1Nw, σ)→ τ vanishes. This
implies the claim, as I ∩ Uα ⊂ I ∩N ∩ w−1Nw.

By the claim, the given map µ factors as

(IndGP σ)cts � (IndPIP σ)cts ∼= C0(I ∩N, σ)→ τ,

where the first map is given by restriction. By the action of L, µ also factors
through (IndGP σ)cts → (IndPI`P σ)cts ∼= C0(`−1I` ∩ N, σ) for any ` ∈ L. In other
words, µ factors through C0(N0, σ) for any compact open subgroup N0 of N . Fix

now some compact open subgroup N0 of N and v ∈ σ. Write 1N0,v
∈ (IndBN0

B σ)cts

for the element taking constant value v on N0. Then µ(1`N0`−1,`v) = µ(`1N0,v
) =

`µ(1N0,v
) for ` ∈ L by L-linearity. But we also have µ(1N0,`v

) = µ(1`N0`−1,`v), as
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µ only depends on the restriction to a small neighborhood of 1 ∈ N . Defining φµ :
σ → τ by φµ(v) := µ(1N0,v

), we deduce that f is L-linear. It is clearly continuous.

Moreover, µ(f) = φµ(f(1)) for all f ∈ C∞(N0, σ) and hence by continuity for all

f ∈ C0(N0, σ). It is clear that µ 7→ φµ is inverse to the given map. �

Lemma 2.38. Suppose that H is a compact locally analytic group with closed sub-
groups H1, H2 such that multiplication induces a topological isomorphism H1 ×
H2

∼−→ H. Suppose there exist a basis of open neighborhoods of 1 consisting of
subgroups of the form H ′1H

′
2 with H ′i an open subgroup of Hi. Suppose that H1 is

infinite and that V1, V2 are Banach spaces. Then any left H1-invariant continuous
map µ : C0(H,V1)→ V2 vanishes.

Proof. Suppose that µ is nonzero. By density of smooth functions and by as-
sumption, µ has to be nonzero on a function of the form 1Uh,v for some open
subgroup U , some h ∈ H, and v ∈ V1. Without loss of generality, U = H ′1H

′
2

with H ′i an open subgroup of Hi. Then for any open subgroup H ′′1 of H ′1 we have
µ(1H′′1 H′2g,v) = (H ′1 : H ′′1 )−1µ(1H′1H′2g,v) by left H1-invariance. By assumption on

H1 we deduce that the p-adic absolute value of (H ′1 : H ′′1 )−1 is unbounded. (Note
that H ′1 is compact locally analytic, hence profinite and contains an open normal
pro-p subgroup, which is infinite by assumption.) This contradicts the continuity
of µ, as the set {1H′′1 H′2g,v} is bounded. �

Corollary 2.39. If σ is indecomposable then (IndGP σ)cts is indecomposable.

Here, we say that a Banach representation π is indecomposable if it cannot be
written as a direct sum of two closed subrepresentations. (Equivalently, the ring
Endcts

G (π) does not contain any non-trivial idempotents.)
We say that an admissible Banach representation is semisimple if it is a direct

sum of finitely many simple subobjects (i.e. irreducible closed subrepresentations).

Lemma 2.40. Let π be a finite-length admissible Banach representation. Then the
following are equivalent.

(i) π is semisimple.
(ii) π is a finite sum of irreducible subrepresentations.
(iii) For any closed subrepresentation σ ⊂ π there exists a closed subrepresen-

tation τ such that π = σ ⊕ τ .

In particular, any closed subrepresentation of a semisimple representation is semisim-
ple.

Proof. The proof works in any abelian category. Assume that π =
∑n
i=1 πi such

that πi are simple subobjects and n is minimal. If the sum is not direct there
exists 1 ≤ j ≤ n such that πj ∩

∑
i 6=j πi 6= 0, i.e. πj ⊂

∑
i 6=j πi, contradicting the

minimality of n. Therefore (ii) implies (i), and the converse is obvious.
Assume π is semisimple and write π =

⊕n
i=1 πi with πi simple. Let σ ⊂ π be

a subobject. Pick a sequence 1 ≤ k1 < k2 < · · · < ks ≤ n of minimal length such
that σ +

∑s
j=1 πkj = π. If the sum is not direct, then πkj′ ∩ (σ +

∑
j 6=j′ πkj ) 6= 0

for some 1 ≤ j′ ≤ s, i.e. πkj′ ⊂ σ +
∑
j 6=j′ πkj , which contradicts the minimality of

s. Hence we can take τ =
∑s
j=1 πkj . Therefore (i) implies (iii), and the converse

follows by induction on the length of π.
Any subobject of a semisimple representation π is also a quotient of π by (iii)

and hence satisfies (ii). �

If C ′/C is a finite extension, then admissibility and semisimplicity of Banach
representations is preserved under extension of scalars from C to C ′ and under
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restriction of scalars from C ′ to C. (Note that if π is an admissible Banach rep-
resentation over C ′ and π0 denotes an OC′ -stable unit ball in π, then π0/$C′π

0

admissible smooth if and only if π0/$Cπ
0 admissible smooth, so π is admissible

over C. For semisimplicity we can argue using Lemma 2.40, picking an irreducible
subrepresentation of the extension/restriction first. In the case of extension of
scalars it helps to reduce to the case where C ′/C is finite Galois, cf. also [DS13,
Lemma 3.7].)

Lemma 2.41. Suppose that G is a locally analytic group with open normal sub-
group N such that G/N is finite abelian. If V is an absolutely irreducible ad-
missible Banach representation of G and C is sufficiently large, then there exists
an absolutely irreducible closed subrepresentation W of V |N such that, if we let
H := {g ∈ G | gW = W} (stabilizer of the subspace), we have W ◦ Ad(g) ∼= W
as H-representations for g ∈ G implies g ∈ H. In particular, the natural map
IndGHW → V is an isomorphism.

Proof. (See [Roc09, 1.6.3] in the context of smooth representations.) By Clif-
ford theory [BS19, Proposition 2.1.1], V |N is a direct sum of finitely many ir-
reducible subrepresentations. So as C is sufficiently large, we may assume that
any irreducible closed subrepresentation of V |N is absolutely irreducible. Choose
now W among all irreducible closed subrepresentations of V |N such that H :=

{g ∈ G | gW = W} is maximal. Note that H is contained in H̃ := {g ∈
G | W ◦Ad(g) ∼= W as H-representations}, and if H = H̃, then we are done.

If not, pick H ( H1 ⊂ H̃ such that H1/H is cyclic. As C is sufficiently large,

W extends to an irreducible representation W̃ of H1. From HomH(W,V |H) ∼=
HomH1

(IndH1

H W,V |H1
) and IndH1

H W ∼=
⊕

η:H1/H→C× W̃ ⊗ η we deduce that some

extension W̃ ⊗ η of W occurs as closed subrepresentation of V |H1
. (Note that

the image of any morphism of admissible Banach representations is closed.) This
contradicts the maximality of H. �

Proposition 2.42. Let ϕ : G1 → G be a morphism such that ϕ(Gder
1 ) = Gder

and kerϕ ⊂ ZG1
. Suppose that P = LN is a parabolic subgroup of G and let

P 1 := ϕ−1(P ), L1 := ϕ−1(L), N1 := ϕ−1(N). Suppose that σ is an admissible
Banach representation of L, and write σ1 for the composition of σ with L1 → L.
Then we have the following.

(i) If σ is irreducible or it has a central character, then σ1 is admissible.

(ii) If (IndG1

P1
σ1)cts is irreducible, then (IndGP σ)cts and σ1 are irreducible.

(iii) If (IndGP σ)cts is irreducible, then (IndG1

P1
τ1)cts is irreducible for any irre-

ducible closed subrepresentation τ1 of σ1.
(iv) Assume that σ is absolutely irreducible. If (IndG1

P1
τ1)cts is absolutely ir-

reducible for one (equivalently any) absolutely irreducible closed subrepre-

sentation τ1 of σ1, then (IndGP σ)cts is absolutely irreducible.

Remark 2.43. In particular, if dimC σ = 1, then (IndGP σ)cts is irreducible if and

only if (IndG1

P1
σ1)cts is irreducible. A special case of this statement can be found in

[BS19, Proposition 2.3.2].

Proof. Set G′1 := ϕ(G1), a closed locally analytic subgroup of G. (It is closed by
[BT73, 3.19 Proposition].) We observe that ZGG

′
1 is open and normal in G with

finite abelian quotient group. (This follows from [BT73, 3.20 Corollary] applied to
the surjective homomorphism G1 × Z

◦
G � G.)

We justify that σ1 is admissible. We put L′1 := ϕ(L1). Note that ϕ(Lder
1 ) = Lder,

so we have a surjective homomorphism L1 ×Z
◦
L � L, which is therefore surjective



28 NORIYUKI ABE AND FLORIAN HERZIG

on Lie algebras and hence induces an open homomorphism on F -points. Pick any
compact open subgroups H of L1 and HZ of Z◦L. Then ϕ(H)HZ is a compact
open subgroup of L, so there exists a ϕ(H)HZ-stable unit ball σ0 in σ and its
reduction is admissible smooth as ϕ(H)HZ-representation (as σ is admissible). If
σ has a central character, then, taking HZ small enough so that it acts trivially
on σ, the reduction of σ0 is admissible as ϕ(H)-representation, i.e. σ1 admissible
[Eme17, Proposition 6.5.7]. If σ is irreducible, then the endomorphism algebra
Endcts

L (σ) is a finite-dimensional division algebra [DS13]. Let C ′ be the subalgebra
of Endcts

L (σ) generated by the image of ZL, which is a finite extension of C. Then
σ is admissible as Banach representation of L over C ′ and has a central character,
so σ1 is admissible over C ′, so σ1 is admissible over C.

The group G1 acts on (IndG1

P1
σ1)cts through G1 � G′1 and as G′1-representations

we have (IndG1

P1
σ1)cts ∼= (IndGP σ)cts|G′1 . (To see this, we note that ϕ induces an iso-

morphism P1\G1
∼−→ P\G because it induces an isomorphism P 1\G1

∼−→ P\G and

we obtain the former isomorphism by passing to F -points.) Hence if (IndG1

P1
σ1)cts

is irreducible then (IndGP σ)cts is also irreducible. Moreover σ1 is clearly irreducible.

Conversely, assume that (IndGP σ)cts is irreducible. Then in particular σ is irre-
ducible and again Endcts

L (σ) is a finite-dimensional division algebra. Let C ′ be the
subfield of Endcts

L (σ) generated by the image of ZG. Considering σ as irreducible
admissible representation of L over C ′, by Clifford theory [BS19, Proposition 2.1.1]

(IndGP σ)cts|ZGG′1 is semisimple (as defined above) over C ′. As σ has a central char-

acter over C ′, (IndGP σ)cts|G′1 is semisimple over C ′ and hence semisimple over C.

In particular, by Lemma 2.40 the direct summand (IndG1

P1
τ1)cts of (IndGP σ)cts|G′1

is semisimple over C. But it is also indecomposable by Corollary 2.39, hence irre-
ducible.

Finally assume that σ is absolutely irreducible. As we have seen before (for
G = L), ZLL

′
1 is open and normal in L with finite abelian quotient group. By

Lemma 2.41, applied with N = ZLL
′
1 and extending scalars if necessary, we

can take an absolutely irreducible closed subrepresentation τ of σ|ZLL′1 such that
H := {g ∈ L | gτ = τ} (stabilizer of the subspace) is equal to {g ∈ L |
τ ◦Ad(g) ∼= τ as H-representations}, so σ ∼= IndLH τ . Since σ has a central charac-
ter, τ is also absolutely irreducible as L′1-representation. Let τ1 be the composition
of τ with L1 � L′1 ⊂ H, which is again absolutely irreducible. Then the sub-

space W := {f ∈ (IndGP σ)cts | f(ZGG
′
1) ⊂ τ} is G′1-stable and isomorphic to

(IndG1

P1
τ1)cts. Note that if ` ∈ L and f ∈ (IndGP σ)cts such that f(ZGG

′
1) ⊂ τ ,

then for g ∈ ZGG′1 we have (`f)(g) = f(g`) = f(`(`−1g`)) = `f(`−1g`) ∈ `τ1. In
particular, W is also H-stable. Moreover, together with σ =

⊕
`∈L/H `τ we deduce

that (IndGP σ)cts =
⊕

`∈L/H `W . As H\L ∼−→ HG′1\G, it follows that the natural

continuous homomorphism IndGHG′1 W → (IndGP σ)cts is an isomorphism.

We assume (IndG1

P1
τ1)cts(∼= W ) is absolutely irreducible. To prove (IndGP σ)cts is

absolutely irreducible, by the previous paragraph it is sufficient to prove that for g ∈
G, if (IndG1

P1
τ1)cts ◦ Ad(g) ∼= (IndG1

P1
τ1)cts as HG′1-representations, then g ∈ HG′1.

As G = LG′1, we may assume g ∈ L. The map f 7→ (x 7→ f(gxg−1)) gives an HG′1-

linear isomorphism (IndG1

P1
τ1)cts◦Ad(g) ∼= (IndG1

P1
τ1◦Ad(g))cts. By Proposition 2.37

any G1-linear isomorphism Ψ: (IndG1

P1
τ1 ◦Ad(g))cts ∼−→ (IndG1

P1
τ1)cts arises from an

L1-linear isomorphism ψ : τ1 ◦Ad(g)
∼−→ τ1. From the relations Ψ(f)(1) = ψ(f(1))

and (hf)(1) = h · f(1) for f ∈ (IndG1

P1
τ1)cts and h ∈ H we deduce that ψ is even

H-linear. Therefore, g ∈ H. �
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Remark 2.44. In this way the problem of understanding when a parabolic induction
(IndGP σ)cts (with σ admissible) is absolutely irreducible can be reduced to the case
where G is a simply-connected group. If σ is finite-dimensional we may reduce
further, see Remark 2.60 below.

2.7. Translation functors. In this subsection we recall translation functors and
extend some properties to locally analytic representations. This topic is also studied
in [JLS21] for split reductive groups, from the point of view of distribution algebras.
(In particular, in [JLS21, Theorem 4.2.12] they compute the effect of translation
functors on locally analytic principal series.) We do not refer to this paper and give
proofs for the sake of completeness.

We first recall some facts about translation functors on gC-modules from [BG80].
Let Z(gC) be the center of U(gC). We say that a gC-module M is Z(gC)-finite if
the ideal AnnZ(gC)M ⊂ Z(gC) has finite codimension. Let MZf be the category
of Z(gC)-finite gC-modules. By the Harish-Chandra isomorphism we have an em-
bedding Z(gC) ↪→ Sym(t′) whose image is the set of vectors fixed by the absolute
Weyl group. For λ ∈ (t′)∗, let χλ : Z(gC) → C be the composition of the Harish-
Chandra isomorphism and the evaluation at λ. We say that a gC-module M admits
generalized infinitesimal character λ if (kerχλ)nM = 0 for some n ∈ Z≥0 and let
Mλ be the full subcategory of MZf consisting of all M which admit a generalized
infinitesimal character λ. (We note that our definitions are slightly more restrictive
than the ones used in [BG80].)

In this subsection, we say that λ ∈ (t′)∗ is integral if its value at any absolute
coroot is an integer. Note that this is weaker than λ ∈ X∗(T ′). Let λ, µ ∈ (t′)∗ and
assume that µ−λ is integral. We define the translation functor Tµλ : Mλ →Mµ as
follows. Let V be the absolutely simple finite-dimensional gC-module having µ− λ
as an extremal weight. By a theorem of Kostant, we have V ⊗MZf ⊂MZf [BG80,
2.6 Corollary] (and its proof). Then we define Tµλ (X) := prµ(V ⊗ X), where
prµ : MZf → Mµ is the projection. The properties of translation functors are
summarized as follows.

Proposition 2.45. Let λ, µ ∈ (t′)∗ such that µ− λ is integral.

(i) The functor Tµλ is exact.

(ii) The pair (Tµλ , T
λ
µ ) is an adjoint pair.

(iii) Assume that for any absolute root α we have 〈λ, α∨〉 ∈ Z>0 if and only if
〈µ, α∨〉 ∈ Z>0. Then Tµλ gives an equivalence of categories.

Proof. (i) and (ii) are easy and (iii) is [BG80, 4.1 Theorem]. �

We upgrade the above constructions to locally analytic representations. Let
Man

λ = Man
λ (G) be the category of locally analytic representations π of G such

that π|gC ∈ Mλ. Assume that there exists a finite-dimensional locally analytic
representation V of G such that V |gC is absolutely simple with extremal weight

µ− λ and we fix such V . (It exists by Lemma 2.22(ii) if Gder is simply connected.)
Then for X ∈ Man

λ , V ⊗ X is also a locally analytic representation of G. Since
prµ(V ⊗ X) is the kernel of certain z ∈ Z(gC), it is a closed subspace. Moreover
it is G-stable since the action of G commutes with that of Z(gC), as Z(gC) =
U(gC)ad(gC) = U(gC)Ad(GC). (Note that the action on U(gC) is locally finite-
dimensional algebraic.) Therefore we can define the functor Tµλ (G,V ) : Man

λ →
Man

µ by Tµλ (G,V )(X) := prµ(V ⊗X).

Lemma 2.46. Suppose that π is a locally analytic representation such that π|gC
is Z(gC)-finite. For any µ ∈ (t′)∗ there exists a functorial decomposition π ∼=
prµ(π)⊕ pr′µ(π) as locally analytic representations of G.
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Proof. By assumption there exists an ideal I of Z(gC) of finite codimension such
that Iπ = 0. Then Z(gC)/I is an artinian ring and we have a (finite) decomposi-
tion π =

⊕
m πm, where m runs through the maximal ideals of Z(gC). We define

pr′µ(π) :=
⊕

m6=kerχµ
πm. As above, each πm is a closed G-equivariant subspace

of π and the projection π � πm is continuous. We obtain continuous bijections
prµ(π)⊕ pr′µ(π)→ π → prµ(π)× pr′µ(π), which are topological isomorphisms since
the composition is one. �

Proposition 2.47. Let λ, µ ∈ (t′)∗ such that µ− λ is integral.

(i) The functor Tµλ (G,V ) preserves strict exact sequences.

(ii) The pair (Tµλ (G,V ), Tλµ (G,V ′)) is an adjoint pair.
(iii) Assume that for any absolute root α we have 〈λ, α∨〉 ∈ Z>0 if and only

if 〈µ, α∨〉 ∈ Z>0. Then Tµλ (G,V ) : Man
λ → Man

µ gives an equivalence of
categories.

Proof. For (i), by Proposition 2.45(i) it suffices to show that Tµλ sends strict mor-
phisms to strict morphisms. In fact, the same is true for X 7→ V ⊗ X and
X 7→ prµ(X). This follows from the basic fact that if fi : πi → π′i (i = 1, . . . , n)
in the category of locally convex spaces, then fi is strict for all i if and only
if ⊕fi :

⊕n
i=1 πi →

⊕n
i=1 π

′
i is strict. For (ii), recall that units and counits of

(Tµλ (G,V ), Tλµ (G,V ′)) on Mλ,Mµ are induced by C → V ′ ⊗ V and V ′ ⊗ V → C.
Both are G-equivariant linear morphisms, so the unit and the counit are morphisms
of locally analytic representations. Part (iii) follows from (ii) and Proposition 2.45
(iii). �

For the following result, recall that in §2.4 we fixed a system of positive roots
for (gC , t

′). Let ρ ∈ (t′)∗ (resp. ρL ∈ (t′)∗) be the half sum of positive roots in gC
(resp. in lC).

Proposition 2.48. Let P = LN be a parabolic subgroup of G. Suppose V ∈ OG
is gC-simple with lowest weight λ. Let VN denote the N -coinvariants in V , which
is a locally analytic representation of L (in OL).

(i) If σ ∈Man
µ (L) for some µ ∈ (t′)∗, then (IndGP σ)an ∈Man

µ−ρ+ρL(G).
(ii) For any smooth representation τ of L, we have

Tλ−ρ−ρ (G,V )((IndGP τ)an) ∼= (IndGP VN ⊗ τ)an.

Note that λ is automatically integral. Moreover, the proof shows that the iso-
morphism in (ii) is obtained by applying prλ−ρ to the natural surjection (IndGP V ⊗
τ)an � (IndGP VN ⊗ τ)an.

Proof. Let γ : Z(gC) ↪→ Sym t′ and γL : Z(lC) ↪→ Sym t′ be the Harish-Chandra
isomorphisms. We also define γ′ : Z(gC) → Z(lC) as follows. By considering the
adjoint action of the center of lC , we have Z(gC) ⊂ U(lC) ⊕ nCU(gC)nC and let
γ′ be the first projection along this decomposition. It is easy to see that γ′ is
an lC-bimodule homomorphism, hence γ′(Z(gC)) ⊂ Z(lC). For each λ ∈ (t′)∗,
define tλ : Sym t′ → Sym t′ by tλ(H) = H + λ(H) for H ∈ t′. Then we have
γ = tρ−ρL ◦γL ◦γ′ by the definitions. (Note that we work here with opposite Borels
because the usual Harish-Chandra map is obtained by projecting from Z(gC) ⊂
U(t′) ⊕ u′U(gC)u′, where we recall that u′ is the unipotent radical of the Borel
subalgebra b′, and we let u′ denote its opposite.)

We prove (i). For each u ∈ U(gC), let Ru (resp. Lu) be the right translation

(resp. left translation) of u on locally analytic functions on G. Let f ∈ (IndGP σ)an

and z ∈ Z(gC). Then for g ∈ G, we have (zf)(g) = (Rzf)(g) = (LAd(g)zf)(g)
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and this is equal to (Lzf)(g) since z ∈ Z(gC) = U(gC)Ad(GC). As f is left N -
invariant, Luf = 0 for u ∈ nCU(gC). Hence zf = Lzf = Lγ′(z)f . We also
have (Luf)(g) = σ(u)f(g) for u ∈ U(lC). Therefore (Lγ′(z)f)(g) = γ′(z)f(g). As

γ = tρ−ρL ◦ γL ◦ γ′, if σ is killed by (kerχµ)n for n ∈ Z>0, then (IndGP σ)an is killed
by (tρ−ρL(kerχµ))n = (kerχµ−ρ+ρL)n. Part (i) follows.

By Lemma 2.3, we have V ⊗ (IndGP τ)an ∼= (IndGP V ⊗ τ)an. The P -representation
V |P has a filtration such that the successive quotients are lC-simple and N acts
trivially (apply Lemma 2.28 with W = V N ). Let V0 be such a subquotient and let
ν ∈ (t′)∗ be the lowest weight of V0. As VN has the same lowest weight as V , it is

sufficient to prove that if prλ−ρ((IndGP V0 ⊗ τ)an) 6= 0 then ν = λ.

The representation V0 has infinitesimal character ν−ρL. By (i), (IndGP V0⊗ τ)an

has infinitesimal character ν − ρ. Therefore if it has infinitesimal character λ − ρ
then λ − ρ = w(ν − ρ) for an element w in the absolute Weyl group. Then we
have λ− w(ν) = ρ− w(ρ). The weight w(ν) is a weight in V and since λ is lowest
weight of V , λ−w(ν) is a non-positive linear combination of positive roots. On the
other hand ρ− w(ρ) is a non-negative linear combination of positive roots. Hence
both sides are zero. From ρ = w(ρ) we have w = 1 and we get λ = w(ν) = ν, as
desired. �

2.8. A criterion. In this section, we assume F = Qp. Let P = LN be a para-
bolic subgroup of G and σ a finite-dimensional absolutely irreducible continuous
representation of L.

Lemma 2.49. We have σ ∈ OL, after perhaps replacing C by a finite extension.

Proof. By [Ser92, §V.9] (and as F = Qp) σ is in fact a locally analytic representa-
tion. If W ⊂ σ|lC is a simple submodule, then by irreducibility, σ =

∑
x∈L xW and

each xW is lC-stable, so σ|lC is semisimple. After a finite scalar extension, σ|lC is
a direct sum of absolutely simple lC-modules, i.e. σ ∈ OL. �

Therefore we may assume that σ is an absolutely simple object of OL.
We now confirm an expectation of [Sch06, §2] for Banach representations.

Proposition 2.50. Assume Assumption 2.14. Suppose that σ is a finite-dimensional
continuous representation of L. Then the Banach representation (IndGP σ)cts is ad-
missible and topologically of finite length.

Proof. The admissibility follows as in [Sch06, Proposition 2.4] (where dimC σ = 1).
For the finite length statement, by [ST03, Theorem 7.1] (as F = Qp) it suffices to

show that the admissible locally analytic representation (IndGP σ)an ∼= FGP (M(σ′), 1)
is topologically of finite length, but this is a consequence of Corollary 2.18. �

Lemma 2.51. Suppose that Gder is simply connected. Then, after perhaps replac-
ing C by a finite extension, we can write σ ∼= σ0 ⊗ τ , where σ0 ∈ OL is lC-simple
and τ is an (absolutely irreducible) smooth L-representation such that moreover
L(σ′0) ∈ OP is equimaximal.

Proof. By Proposition 2.24(iii) we can write σ ∼= σ0⊗τ , where σ0 ∈ OL is lC-simple
and τ is an absolutely irreducible smooth L-representation. By Proposition 2.26
there exists a smooth character η of L such that L(σ′0) ⊗ η ∈ OP is equimaxi-
mal. (Both steps may require a finite scalar extension.) By replacing (σ0, τ) by
(σ0η, τη

−1) we may assume that η = 1, i.e. L(σ′0) is equimaximal. �

For the remainder of this subsection we will assume that σ ∼= σ0 ⊗ τ , where
σ0 ∈ OL is lC-simple and τ is an absolutely irreducible smooth L-representation
such that moreover L(σ′0) ∈ OP is equimaximal with maximal parabolic Q = LQNQ
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(containing P ). This decomposition of σ always exists if Gder is simply connected,
by Lemma 2.51, but not in general. By Lemma 2.22(ii) the decomposition is unique
up to a smooth character of LQ.

Note that

FLQP∩LQ(LLQ(σ′0), τ) ⊂ FLQP∩LQ(MLQ
(σ′0), τ) = (Ind

LQ
P∩LQ σ)an ⊂ (Ind

LQ
P∩LQ σ)cts.

We say that σ satisfies condition (∗) if

any irreducible subrepresentation of FLQP∩LQ(LLQ(σ′0), τ) is dense in (Ind
LQ
P∩LQ σ)cts.

Note that this condition does not depend on the choice of factorization σ ∼= σ0⊗ τ .
Note also that LLQ(σ′0) lies in OLQ by Corollary 2.12 and that tensoring with

LLQ(σ′0)′ gives a correspondence between (closed) subrepresentations of (Ind
LQ
P∩LQ τ)sm

and (closed) subrepresentations of

FLQP∩LQ(LLQ(σ′0), τ) = FLQLQ (LLQ(σ′0), (Ind
LQ
P∩LQ τ)sm) = LLQ(σ′0)′⊗ (Ind

LQ
P∩LQ τ)sm.

(The point is that LLQ(σ′0)′ is absolutely simple as lQ,C-module and that all repre-

sentations here carry the finest locally convex topology.)

Lemma 2.52. Assume Assumption 2.14. If any irreducible subrepresentation of

FLQP∩LQ(1, τ) = (Ind
LQ
P∩LQ τ)sm is dense in (Ind

LQ
P∩LQ τ)cts, then (∗) holds.

Proof. We may simplify notation by relabelingQ asG, i.e. assume that L(σ′0) ∈ OG.
Let V := L(σ′0)′, which is by assumption a finite-dimensional locally analytic

representation of G. Note that σ′0 ↪→ V ′ as P -representations, i.e. V � σ0, giving
by Lemma 2.3 a commutative diagram (where all maps are continuous):

V ⊗ (IndGP τ)sm �
� //

� u

((

V ⊗ (IndGP τ)an ∼ //
� _

��

(IndGP V ⊗ τ)an // //
� _

��

(IndGP σ)an
� _

��
V ⊗ (IndGP τ)cts ∼ // (IndGP V ⊗ τ)cts // // (IndGP σ)cts

We first show that the composition of the top horizontal arrows is injective
with image FGP (L(σ′0), τ). By the discussion before this lemma we know that V ⊗
(IndGP τ)sm ∼= FGP (L(σ′0), τ) and that its irreducible constituents are of the form
FGG (L(σ′0), π′) for some irreducible smooth representations π′ of G. It thus suffices

to show that every irreducible constituent of ker((IndGP V ⊗ τ)an � (IndGP σ)an)

and of coker(FGP (L(σ′0), τ) ↪→ (IndGP σ)an) is not of this form. This is clear for the
cokernel (by Corollary 2.34) because L(σ′0) occurs with multiplicity one in M(σ′0).
For the kernel, note first that V ′ ∈ OG implies that it is a finite-dimensional locally
analytic representation of P on which lC acts as a direct sum of absolutely simple
lC-modules. Hence (IndGP V ⊗ τ)an ∼= FGP (M(V ′|P ), τ) by Proposition 2.17, so by
Corollary 2.34 it suffices to show that

(2.4) [M(V ′/σ′0) : L(σ′0)]Op = 0.

Write σ′0
∼= LL(λ) as lC-module for some λ ∈ (t′)∗, so V ′ ∼= L(λ) as gC-module.

Thus only weights < λ occur in V ′/σ′0, which implies (2.4).

Let π ⊂ FGP (L(σ′0), τ) ⊂ (IndGP σ)an be an irreducible subrepresentation and

take an irreducible subrepresentation π0 of (IndGP τ)sm such that π is the image of

V ⊗ π0 ⊂ V ⊗ (IndGP τ)sm. Then π0 is dense in (IndGP τ)cts by assumption, so also

V ⊗ π0 is dense in V ⊗ (IndGP τ)cts. The above diagram then shows that π is dense

in (IndGP σ)cts. �
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Theorem 2.53. Assume Assumption 2.14. The Banach space representation (IndGP σ)cts

is irreducible if and only if condition (∗) above holds.

Proof. Suppose that (∗) holds and that π ⊂ IndGP σ is a nonzero closed subrepre-

sentation. Then πan 6= 0 by Theorem 2.1. We have (IndGP σ)an ∼= FGP (M(σ′0), τ).
By Corollary 2.31 we have

socG((IndGP σ)an) ∼= FGQ (L(σ′0), socLQ(Ind
LQ
P∩LQ τ)sm),

and hence πan contains FGQ (L(σ′0), ρ) for some irreducible subrepresentation ρ of

(Ind
LQ
P∩LQ τ)sm. Let ρ̃ := LLQ(σ′0)′ ⊗ ρ denote the corresponding (topologically) ir-

reducible subrepresentation of FLQP∩LQ(LLQ(σ′0), τ). Note that L(LLQ(σ′0)) ∼= L(σ′0)

by Corollary 2.12. Therefore FGQ (L(σ′0), ρ) is contained in

FGQ (M(LLQ(σ′0)), ρ) ∼= (IndGQ LLQ(σ′0)′ ⊗ ρ)an = (IndGQ ρ̃)an(2.5)

⊂ (IndGQ(Ind
LQ
P∩LQ σ)an)an ∼= (IndGP σ)an.

By Proposition 2.36 (and Lemma 2.11) we deduce that πan contains all functions
in the right-hand side of (2.5) that are supported on NQ,0Q/Q and are locally

constant on NQ,0 (where NQ,0 is a fixed compact open subgroup of NQ). This

space is isomorphic to C∞(NQ,0, ρ̃). By condition (∗) we know that ρ̃ is dense

in (Ind
LQ
P∩LQ σ)cts, and hence C∞(NQ,0, ρ̃) is dense in C0(NQ,0, (Ind

LQ
P∩LQ σ)cts).

But C0(NQ,0, (Ind
LQ
P∩LQ σ)cts) generates (IndGP σ)cts ∼= (IndGQ(Ind

LQ
P∩LQ σ)cts)cts as

G-representation.

Conversely, if (IndGP σ)cts is irreducible, then (Ind
LQ
P∩LQ σ)cts is irreducible (as

follows from the exactness of IndGQ(−) ∼= C0(G/Q,−), cf. [Eme17, (2.1.3)] and
[BH20, Corollary 2.2]), hence condition (∗) holds. �

Corollary 2.54. Assume Assumption 2.14. If every irreducible subrepresentation

of (Ind
LQ
P∩LQ τ)sm is dense in (Ind

LQ
P∩LQ τ)cts, then (IndGP σ)cts is irreducible. In

particular, if (Ind
LQ
P∩LQ τ)sm is irreducible, then (IndGP σ)cts is irreducible.

Proof. Note that FLQP∩LQ(1, τ) = (Ind
LQ
P∩LQ τ)sm. Hence the corollary follows from

Lemma 2.52 and Theorem 2.53. The last statement follows from the fact that
(Ind

LQ
P∩LQ τ)sm is dense in (IndGP τ)cts. This follows, for example, from Lemma 2.2.

�

Corollary 2.55. Assume Assumption 2.14. Suppose that every irreducible subrep-

resentation of (Ind
LQ
P∩LQ τ)sm is absolutely irreducible (as is true after some finite

extension of C). Then condition (∗) implies that (IndGP σ)cts is absolutely irre-
ducible.

Proof. We just need to note that IndGP and socG commute with finite scalar exten-
sions. �

Theorem 2.56. Assume Assumption 2.14. The following are equivalent:

(i) (IndGP σ)cts is irreducible;

(ii) (Ind
LQ
P∩LQ σ)cts is irreducible;

(iii) (Ind
LQ
P∩LQ τ)cts is irreducible.

In particular, to understand when (IndGP σ)cts is irreducible it suffices to restrict
to the case where σ is smooth!
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Proof. Recall that LLQ(W ) ∈ OLQ (i.e. is equimaximal) by Corollary 2.12, so parts

(i) and (ii) are equivalent because condition (∗) is literally the same in both cases.
We know that (iii) implies (i) by Lemma 2.52 and Theorem 2.53. To prove that
(ii) implies (iii), we relabel LQ as G and may therefore assume that L(σ′0) ∈ OG
is a finite-dimensional locally analytic representation of G. Let V := L(σ′0)′. Take

any nonzero closed subrepresentation π ⊂ (IndGP τ)cts. We first claim that the
composition (already considered in the proof of Lemma 2.52)

(2.6) V ⊗ πan ↪→ V ⊗ (IndGP τ)an ∼−→ (IndGP V ⊗ τ)an � (IndGP σ)an

is surjective.
To prove the claim, by Lemma 2.3 the maps (2.6) are obtained by applying the

functor of locally Qp-analytic vectors to the maps

(2.7) V ⊗ π ↪→ V ⊗ (IndGP τ)cts ∼−→ (IndGP V ⊗ τ)cts � (IndGP σ)cts

of admissible Banach space representations of G. The surjectivity of the composi-
tion (2.6) is equivalent to the surjectivity of the composition (2.7). (Note that the
image of the composition (2.7) is closed by admissibility and that the functor (·)an

is exact.) By assumption, (IndGP σ)cts is irreducible, so it suffices to show that the
composition (2.7) is nonzero or equivalently that the composition (2.6) is nonzero.
By Corollary 2.31 applied with M = 1 (the trivial representation), Q = G and

π = τ we see that any nonzero closed subrepresentation of (IndGP τ)an intersects

(IndGP τ)sm non-trivially. But the composition

V ⊗ (IndGP τ)sm ↪→ V ⊗ (IndGP τ)an ∼−→ (IndGP V ⊗ τ)an � (IndGP σ)an

is injective by the proof of Lemma 2.52, hence indeed the claim holds.
Recall that we have fixed a system of positive roots for (gC , t

′), and let λ be the
lowest weight of V . Applying the projection functor prλ−ρ to (2.6), we get
(2.8)

prλ−ρ(V ⊗πan) ↪→ prλ−ρ(V ⊗(IndGP τ)an)
∼−→ prλ−ρ((IndGP V ⊗τ)an)� (IndGP σ)an.

By the definition of translation functors we have prλ−ρ(V ⊗πan) = Tλ−ρ−ρ (G,V )(πan)

and prλ−ρ(V ⊗ (IndGP τ)an) = Tλ−ρ−ρ (G,V )((IndGP τ)an). By Proposition 2.48(ii), the
last map in (2.8) is an isomorphism. Hence the map

Tλ−ρ−ρ (G,V )(πan)→ Tλ−ρ−ρ ((IndGP τ)an)

is surjective. Apply T−ρλ−ρ(G,V
′). By Proposition 2.47, the inclusion πan → (IndGP τ)an

is surjective. Therefore π = (IndGP τ)cts (after taking closure), hence we get (iii). �

Corollary 2.57. Assume Assumption 2.14. We continue to write σ = σ0 ⊗ τ as
above, with Q ⊃ P denoting the maximal parabolic of L(σ′0). Each of the following
conditions implies the next:

(i) M(σ′0) = U(gC)⊗U(pC) σ
′
0 is irreducible as U(gC)-module;

(ii) Q = P ;

(iii) (IndGP σ)cts is irreducible.

Proof. If (i) holds, and Q is strictly bigger than P , then L(σ′0)nQ,C ∈ OlQ is finite-
dimensional, so the natural map U(lQ,C) ⊗U(pC∩lQ,C) σ

′
0 � L(σ′0)nQ,C is not an

isomorphism, so after extending scalars to U(gC) we obtain

M(σ′0)� U(gC)⊗U(qC) L(σ′0)nQ,C � L(σ′0),

where the first map is not an isomorphism, contradicting (i).
If (ii) holds, then we deduce (iii) from Corollary 2.54. �
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Remark 2.58. Note that part (i) (when dimC τ = 1) is Orlik–Strauch’s irreducibility

criterion for the locally analytic representation (IndGP σ)an [OS10], which in turn
implies (iii). We remark that this criterion also follows from Theorem 2.16. The
application of this criterion to the irreducibility of Banach representation was noted
in [Sch11, Proposition 2.6(ii)].

Proposition 2.59. Assume Assumption 2.14. Suppose that G1, G2 are connected
reductive groups, P 1 = L1N1 ⊂ G1, P 2 = L2N2 ⊂ G2 parabolic subgroups and σ1

(resp. σ2) a finite-dimensional absolutely irreducible continuous representation of

L1 (resp. L2). Then (IndG1×G2

P1×P2
σ1 � σ2)cts is absolutely irreducible if and only if

(IndG1

P1
σ1)cts and (IndG2

P2
σ2)cts are both absolutely irreducible.

Proof. We first note that (IndG1

P1
σ1)cts�̂(IndG2

P2
σ2)cts ∼= (IndG1×G2

P1×P2
σ1 � σ2)cts as

admissible Banach representations of G1×G2. (This follows exactly as in the proof
of [BH20, Lemma 2.8], using the isomorphism C0(P1\G1, σ1)⊗̂C0(P2\G2, σ2) ∼=
C0(P1\G1 × P2\G2, σ1 ⊗ σ2), cf. the end of [Sch02, §17], instead of [BH20, (2.6)].)
The “only if” direction follows (using, for example, [BH20, Lemma 2.1(ii)]).

For the “if” direction, by a z-extension we may assume Gder
1 , Gder

2 are sim-
ply connected. Then by Lemma 2.51, after perhaps replacing C by a finite ex-
tension, we can take a decomposition σi = σi,0 ⊗ τi as in this subsection, for
i = 1, 2. Then σ1 � σ2

∼= (σ1,0 � σ2,0) ⊗ (τ1 � τ2), where σ1,0 � σ2,0 is l1,C × l2,C-
simple and L(σ′1,0 � σ′2,0) ∼= L(σ′1,0) � L(σ′2,0) equimaximal with maximal par-
abolic Q1 × Q2. Let P (Qi) := Pi ∩ LQi for i = 1, 2. By Corollary 2.54, it

suffices to show that every irreducible subrepresentation of (Ind
LQ1
×LQ2

P (Q1)×P (Q2) τ1 �

τ2)sm is dense in (Ind
LQ1
×LQ2

P (Q1)×P (Q2) τ1 � τ2)cts. An irreducible subrepresentation of

(Ind
LQ1
×LQ2

P (Q1)×P (Q2) τ1�τ2)sm ∼= (Ind
LQ1

P (Q1) τ1)sm�(Ind
LQ2

P (Q2) τ2)sm is of the form π1�π2

where πi ⊂ (Ind
LQi
P (Qi)

τi)
sm is an irreducible subrepresentation for i = 1, 2. By as-

sumption and Theorem 2.56, πi is dense in (Ind
LQi
P (Qi)

τi)
cts for i = 1, 2. Hence

π1 � π2 ⊂ (Ind
LQ1

P (Q1) τ1)cts�̂(Ind
LQ2

P (Q2) τ2)cts ∼= (Ind
LQ1
×LQ2

P (Q1)×P (Q2) τ1 � τ2)cts is dense,

as required. �

Remark 2.60. The problem of understanding when a parabolic induction (IndGP σ)cts

(with σ finite-dimensional) is absolutely irreducible can be reduced to the case
where G is an absolutely almost simple simply-connected group. (First apply Re-

mark 2.44 to reduce to the simply-connected cover of Gder. Then use Proposi-
tion 2.59 to reduce to an almost simple simply-connected group. Then observe
that G = ResE/F H with H absolutely almost simple simply-connected.) We may
moreover assume that G is isotropic, as otherwise G is the only parabolic subgroup.

2.9. Genericity. Recall that B = ZU is a minimal parabolic subgroup. We as-
sume that we are in the setting of §2.8 with P = B, i.e. F = Qp and σ =
σ0 ⊗ τ , where σ0 ∈ OZ is zC-simple and τ is an absolutely irreducible smooth
Z-representation such that moreover L(σ′0) ∈ OB is equimaximal with maximal
parabolic Q = LQNQ.

A smooth character θ : U → C× is called non-degenerate if the restriction of θ
to each simple root subgroup is non-trivial. For a smooth representation π of U ,
let πU,θ := π/〈π(u)v − θ(u)v | u ∈ U〉 be the space of twisted coinvariants. We
say that a representation π of G is generic if πU,θ 6= 0 for some non-degenerate θ.
When G is quasisplit, this is the familiar notion.

Proposition 2.61. Assume Assumption 2.14. If any irreducible subrepresentation

of (Ind
LQ
B∩LQ τ)sm is generic, then (IndGB σ)cts is irreducible.
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Proof. To simplify notation, we relabel LQ as G. Let W be the Weyl group of
G and w0 ∈ W the longest element. Then we have the Bruhat decomposition
G =

∐
w∈W BwB and (IndGB τ)sm has a B-stable filtration Fw with graded pieces

(c-IndBwBB τ)sm for w ∈ W , and Fw1 ⊂ Fw2 if w1 ≥ w2 with respect to the Bruhat
order.

Let π ⊂ (IndGB τ)sm be an irreducible subrepresentation and take a non-degenerate
character θ : U → C× such that πU,θ 6= 0. From an argument in [CS80, p. 211] or the

proof of the geometric lemma [BZ77, 5.2 Theorem] we have ((c-IndBwBB τ)sm)U,θ = 0
if w 6= w0.

By above, and as (−)U,θ is an exact functor on the category of smooth U -
representations, we have an exact sequence of smooth B-representations

0→ (c-IndBw0B
B τ)sm → (IndGB τ)sm → π0 → 0

with (π0)U,θ = 0, which induces an exact sequence

(2.9) 0→ π ∩ (c-IndBw0B
B τ)sm → π → π1 → 0

with (π1)U,θ = 0. By assumption we have πU,θ 6= 0 and hence by (2.9) we have

(π ∩ (c-IndBw0B
B τ)sm)U,θ 6= 0. Note that the map (c-IndBw0B

B τ)sm � τ , f 7→∫
U
f(w0u)θ−1(u)du identifies τ with the twisted coinvariants of (c-IndBw0B

B τ)sm.

We can thus take f ∈ π ∩ (c-IndBw0B
B τ)sm such that v :=

∫
U
f(w0u)θ−1(u)du 6= 0.

Suppose that supp(f) ⊂ B\Bw0U0 for some compact open subgroup U0 of U . Then

f ′ :=
∫
U0

(u0f) · θ−1(u0)du0 ∈ π ∩ (c-IndBw0B
B τ)sm is supported on B\Bw0U0 and

f ′(w0u0) = θ(u0)v ∈ Cv. By Lemma 2.2 we see that π is dense in (IndGB τ)cts and
we get the proposition by Corollary 2.54. �

3. Applications

In this section, we give applications of our irreducibility criterion.
Recall that we have fixed a maximal split torus S of G and a minimal parabolic

subgroup B = ZU such that S ⊂ Z. Let P = LN be a parabolic subgroup,
P = LN the opposite parabolic subgroup. Let AL ⊂ L be the maximal split torus

in the center of L and Φ(G,AL) the set of roots of AL. We have AL ⊂ AZ and

Φ(G,AL) = {α|AL | α ∈ Φ(G,AZ)}\{0}. Let Φ(P ,AL) be the set of α ∈ Φ(G,AL)

that appear in Lie(N). For α ∈ Φ(G,AL), let Lα be the centralizer of the connected
component of kerα ⊂ AL in G. It is a Levi subgroup containing L and P ∩ Lα
is a maximal parabolic subgroup of Lα. Let Φred(P ,AL) (resp. Φred(G,AL)) be

the set of reduced elements in Φ(P ,AL) (resp. Φ(G,AL)) and ∆(P ,AL) the set of

simple roots in Φ(P ,AL). When P is a minimal parabolic subgroup B = ZU , we

put Φ := Φ(G,AZ), Φred := Φred(G,AZ), Φ+
red := Φred(B,AZ), ∆ := ∆(B,AZ). If

P is standard, then ∆(P ,AL) = {α|AL | α ∈ ∆}\{0}. In general, let X∗(H) (resp.

X∗(H)) be the rational character (resp. cocharacter) group of an algebraic group
H. For K ∈ {Q,R,C} we let a∗L,K := X∗(AL) ⊗K = X∗(L) ⊗K and denote by
aL,K its dual vector space.

If L1 ⊂ L2 are semistandard Levi subgroups we have AL2
⊂ AL1

and hence get

canonical maps a∗L1,Q � a∗L2,Q and a∗L2,Q ↪→ a∗L1,Q giving a splitting a∗L1,Q = a∗L2,Q⊕
(aL2

L1,Q)∗ (and similarly over R and C). We note that if P = LN is semistandard,

then ∆(P ,AL) is a Q-basis of (aGL,Q)∗.

Given α ∈ Φred(G,AL) we define the coroot α∨ ∈ aL,Q as follows. The subspace

(aLαL,Q)∗ is one-dimensional with basis α and we let α∨ be the unique element of

aLαL,Q such that 〈α, α∨〉 = 2. Note that if L = Z, then this coincides with the usual

notion of relative coroot (α∨ ∈ X∗(AZ) ⊂ aZ,Q).
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It is convenient to fix a W -invariant positive definite inner product on a∗Z,R.

Then any decomposition a∗L,R = a∗G,R ⊕ (aGL,R)∗ is orthogonal (checking first for

the pairs (Z,G) and (Z,L)). Hence the isomorphism aZ,R
∼−→ a∗Z,R defined by the

inner product identifies aL,R with a∗L,R and aGL,R with (aGL,R)∗. In particular, taking

G = Lα we see that α∨ ∈ aL,R is identified with 2α/(α, α) ∈ a∗L,R.

Lemma 3.1. Suppose L1 ⊂ L are semistandard Levi subgroups.

(i) Take α ∈ Φred(G,AL1
) such that αL = α|AL 6= 0. Then the image of α∨

under aL1,Q � aL,Q lies in Q>0α
∨
L.

(ii) If α1, . . . , α` ∈ Φred(G,AL) are linearly independent in a∗L1,R, then α∨1 , . . . , α
∨
`

are linearly independent in aL1,R.

Proof. (i) The chosen inner product identifies the projection aL1,R � aL,R with the

projection a∗L1,R � a∗L,R. Hence the projection of α∨ equals (αL,αL)
(α,α) α∨L.

(ii) This is obvious by identifying aL1,R and a∗L1,R via the chosen inner product.
�

Lemma 3.2. Let P = LN be a standard parabolic subgroup. Write ∆L := ∆(B ∩
L,AZ).

(i) If α ∈ ∆ \∆L, then α∨ ∈ Q>0α
∨
L ⊕Q≤0∆∨L, where αL := α|AL 6= 0.

(ii) Suppose that x ∈ a∗Z,R. Write x = xL + x′L with xL ∈ a∗L,R and x′L ∈
(aLZ,R)∗. If x is dominant, then xL is dominant.

Here, xL ∈ a∗L,R is dominant if 〈xL, α∨L〉 ≥ 0 for all αL ∈ Φ(P ,AL), or equiva-

lently for all αL ∈ ∆(P ,AL). By Lemma 3.1 this is equivalent to xL being dominant
as an element in a∗Z,R.

Proof. (i) Write α∨ = x + y with x ∈ aL,Q and y =
∑
β∈∆L

λββ
∨ ∈ aLZ,Q with

λβ ∈ Q. By Lemma 3.1(i) we have x = λα∨L with λ ∈ Q>0. On the other hand, for
all γ ∈ ∆L we get 0 ≥ 〈γ, α∨〉 =

∑
β∈∆L

λβ〈γ, β∨〉. The fundamental coweight $δ

of δ ∈ ∆L in (aLZ,R)∗ is contained in
∑
γ∈∆L

R≥0γ, whence 0 ≥ λδ for all δ ∈ ∆L.

(ii) If α ∈ ∆L, then α∨ ∈ ∆∨L ⊂ aLZ,R, so 〈x′L, α∨〉 = 〈x, α∨〉 ≥ 0. If α ∈ ∆ \∆L,

write α∨ = λα∨L +
∑
β∈∆L

λββ
∨ by (i), with λ > 0 and λβ ≤ 0. Then λ〈xL, α∨L〉 =

〈x, α∨〉 −
∑
β∈∆L

λβ〈x′L, β∨〉 ≥ 0, so 〈xL, α∨L〉 ≥ 0. �

3.1. On reducibility points of parabolic induction. Let P = LN be a para-
bolic subgroup. By Corollary 2.54, to prove (IndGP σ)cts is irreducible, it is sufficient

to prove that (Ind
LQ
P∩LQ τ)sm is irreducible for a certain parabolic subgroup Q con-

taining P , at least whenever σ can be decomposed as tensor product σ0 ⊗ τ as
in subsection 2.8 (for example, when Gder is simply connected). We collect some
known facts about the reducibility of smooth parabolic inductions over C.

Let σ0 be an irreducible smooth complex representation of L and OC be the set
of isomorphism classes of σ0⊗χ, where χ : L→ C× is an unramified character. We
have Harish-Chandra’s homomorphism HL : L → aL,R normalized by q〈χ,HL(`)〉 =
|χ(`)|F for all χ ∈ X∗(L) and ` ∈ L. Then for ν ∈ a∗L,C we define the unramified

character χν : L → C× by χν(`) := q〈ν,HL(`)〉. Then the map ν 7→ χν identifies
the group of unramified characters Xnr(L) with the quotient of a∗L,C by a lattice

in ia∗L,R (a complex torus with character group L/ kerHL). In this way OC has

the structure of an algebraic variety over C (a homogeneous space for Xnr(L) with
finite stabilizer subgroups).

Let Q = LNQ be a semistandard parabolic subgroup which has the same Levi

part as P . For σ ∈ OC, we have an intertwining operator JQ|P (σ) : (n-IndGP σ)sm →
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(n-IndGQ σ)sm defined by

(JQ|P (σ)f)(g) =

∫
(N∩NQ)\NQ

f(ng)dn.

It converges if (the unramified part of) σ is sufficiently dominant, and has mero-
morphic continuation to OC. In fact it is a rational function on OC, see [Wal03,
Théorème IV.1.1].

The definition of JQ|P depends on a choice of Haar measure. Here we fix a

measure as follows: we have a bijective map
∏
α∈Φred(Q,AL)\Φred(P,AL)(NQ∩Lα)

∼−→
(N ∩NQ)\NQ, where we fix an order of Φred(Q,AL) \ Φred(P ,AL). For each α ∈
Φred(Q,AL) \Φred(P ,AL) we fix a Haar measure on NQ ∩Lα and take the product

measure on (N ∩NQ)\NQ. We will fix more specific measures on NQ ∩ Lα later.

The most important case is when σ0 is a discrete series and Q = P . The set of

σ ∈ OC such that (n-IndGP σ)sm is irreducible is open and non-empty [Wal03, Propo-
sition IV.2.2]. Hence there exists a rational function j(σ) such that JP |P (σ)JP |P (σ) =

j(σ). Note that j(σ) does not depend on P [Wal03, IV.3(1)]. We define Harish-
Chandra’s rational function µG(σ) by the same formula as in [Wal03, V.2]. (In
[Wal03, V.2], σ is assumed to be unitary, however the definition works for any σ
and gives a rational function on OC.) We have µG(σ) ∈ R×>0 · j(σ)−1, where the

implied constant only depends on (G,L). We also have µG(σ) ≥ 0 for all unitary
σ ∈ OC by [Wal03, Lemme V.2.1]. Finally, it is clear that µG is a rational function
on the quotient Xnr(G)\OC. The function j(σ) depends on the choice of measure,
but µG(σ) does not depend on it. The function µG gives very precise information

about the reducibility points of (n-IndGP σ)sm for σ supercuspidal.

Remark 3.3. We normalize µG differently compared to [Sil79]. However, the nor-
malizations agree up to a factor in R×>0. This follows from the comparison of [Sil79,
Theorem 5.2.4.4] (noting that µ(ω) = µ(ω : 0) in that reference) and [Wal03,
Lemme V.2.2].

Proposition 3.4 (Harish-Chandra’s product formula). If σ is a discrete series we
have

µG(σ) =
∏

α∈Φred(P,AL)

µLα(σ).

Proof. This is true for σ ∈ OC unitary [Wal03, Lemme V.2.1] and hence for all
σ ∈ OC since both sides are rational functions. �

Suppose that P is maximal and σ is a unitary supercuspidal representation of L.
Note that the group NG(L)/L has at most two elements, and let WG(σ) := {g ∈
NG(L)/L : σ ◦Ad(g) ∼= σ}. Also note that Xnr(G)\OC is a torus of rank 1 (without
fixed base point). Define 2ρP ∈ X∗(AL) (as sum of the roots in Φ(P ,AL), with

multiplicities) such that δP = χ2ρP .

Proposition 3.5. Keep the above notation.

(i) If WG(σ) = 1, then (n-IndGP σχ)sm is irreducible for all unramified χ : L→
R×>0.

(ii) Otherwise, there exists a unique 0 ≤ s0 ≤ 1/2 such that (n-IndGP σδ
s
P )sm

(s ∈ R) is reducible if and only if s ∈ {±s0}.
(iii) In case (i) and case (ii) when s0 = 0, the function µG is holomorphic and

non-vanishing at all σχ with χ : L→ R×>0 unramified.

(iv) In case (ii) when s0 > 0, the function µG(σδsP ) has a double zero at s = 0,
simple poles at s = ±s0, and is holomorphic and non-vanishing at all other
s ∈ R.
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Proof. First suppose that WG(σ) = 1. Then (iii) follows from [Sil79, Corollary
5.4.2.2] and [Sil80b, Lemma 1.3]. Then (i) follows from [Sil79, Lemma 5.4.2.4] for
χ that do not extend to G. If χ extends to G, by twisting we may suppose χ = 1
and we may suppose that NG(L)/L has order 2 by [Sil79, Theorem 5.4.4.1]. Then
(i) follows by combining Lemmas 5.4.5.2, 5.4.1.5 of [Sil79]. (A different proof of (i)
can be found in [Ber92, Theorem 28].)

Now suppose that WG(σ) has order 2. If µG(σ) > 0, then µG is holomorphic
and non-vanishing at all σχ with χ : L→ R×>0 unramified by [Sil80b, Lemma 1.3].

Otherwise, µG(σ) = 0. We have a commutative square

(aG,C)∗
� � //

����

(aL,C)∗

����
Xnr(G) �

� // Xnr(L)

where the vertical maps are given by ν 7→ χν . Hence the kernel of the map
(aGL,C)∗ � Xnr(G)\OC, ν 7→ σχν is a lattice L∗(σ) (of rank 1) in

√
−1(aGL,R)∗. There

is a unique element α(σ) ∈ aGL,R such that q〈ν,α(σ)〉 = 1 if and only if ν ∈ L∗(σ)

and 〈ρP , α(σ)〉 > 0. We let z := q〈ν,α(σ)〉 (a generator of the character lattice of the
torus Xnr(G)\OC). Then α(σ) and z agree with the ones defined in [Sil80b], except
that our ν becomes

√
−1ν in [Sil80b]. From [Sil80b, Theorem 1.6] and δsP = χ2sρP

we deduce that µG(σ) = 0 implies that µG(σδsP ) is as described in part (iv), for
some 0 < s0 ≤ 1/2.

Finally, part (ii) follows from parts (iii) and (iv) using [Sil79, Lemma 5.4.2.3]
(when s = 0) and [Sil79, Lemma 5.4.2.4] (when s 6= 0). �

The following comparison of µ-functions will often be useful, especially in com-
bination with Proposition 3.5.

Proposition 3.6 ([Sol21, Proposition 2.2]). Let ϕ : G1 → G be a morphism such

that ϕ(Gder
1 ) = Gder and kerϕ ⊂ ZG1

. Let σ be a unitary supercuspidal repre-

sentation of L and σ1 an irreducible constituent of the inflation ϕ∗(σ), a unitary
supercuspidal representation of L1 := ϕ−1(L). Then µL(σχ) and µL1(σ1ϕ

∗(χ))
agree up to nonzero constant as rational functions of χ ∈ Xnr(L).

The following result is crucial to us. Its proof was provided to us by J.-L.
Waldspurger.

Proposition 3.7 (Waldspurger). Assume that P is a maximal parabolic subgroup,
P = LN the parabolic subgroup opposite to P and 〈N,N〉 the group generated by
N and N . Let σ be a unitary supercuspidal representation of L and assume that

(n-IndGP σδ
1/2
P )sm is reducible. Then σ is trivial on L ∩ 〈N,N〉.

The final statement implies that σ extends to a smooth representation of G that
is trivial on N by [AHHV17, II.7 Proposition]. (To see this, choose a minimal
parabolic B = ZU ⊂ P and note then that Z ∩ L′β is contained in L ∩ 〈N,N〉 for

all β ∈ ∆ that do not occur in L.) In that case (n-IndGP σδ
−1/2
P )sm = (IndGP σ)sm is

obviously reducible. So by Proposition 3.5 the converse of the proposition is true
as well.

Proof. By Proposition 3.5 there exists s ∈ NG(L) \ L and σ ◦Ad(s) ∼= σ. Let α be

the unique element of ∆(P ,AL). Let rP (π) := πNδ
−1/2
P be the normalized Jacquet

module. Then by the geometric lemma, rP ((n-IndGP σδ
1/2
P )sm) ∼= σδ

−1/2
P ⊕ σδ1/2

P .

Since the supercuspidal support of any subquotient of (n-IndGP σδ
1/2
P )sm is L, any
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subquotient has a nonzero Jacquet module. Hence (n-IndGP σδ
1/2
P )sm has length two

and the normalized Jacquet modules of the irreducible subquotients are σδ
−1/2
P

and σδ
1/2
P , respectively. By Casselman’s criterion of square-integrability [Cas, The-

orem 4.4.6], one of them is square-integrable and let π be the other irreducible

subquotient. Then rP (π) is isomorphic to σδ
−1/2
P . Let θ : π → πN ∼= σ be the

natural projection.
Let K0 ⊂ G be a compact open subgroup which has Iwahori decomposition

K0 = (K0 ∩ N)(K0 ∩ L)(K0 ∩ N) and σK0∩L 6= 0. Normalize Haar measure on
K0 such that the volume of K0 is 1 and set eK0

:=
∫
K0
π(k)dk. For c > 0 put

Ac,−L := {a ∈ AL | |α(a)|F ≤ c}. Then by a result of Casselman there exists c ≤ 1
such that

(i) for any a ∈ Ac,−L the space eK0
(π(a)πK0) does not depend on a [Cas,

Proposition 4.1.6]; we denote it by πK0

Ac,−L
;

(ii) the map θ gives an isomorphism πK0

Ac,−L

∼−→ σK0∩L [Cas, Proposition 4.1.4];

(iii) for a ∈ Ac,−L , eK0 ◦ π(a) preserves πK0

Ac,−L
and for v ∈ πK0

Ac,−L
, we have

θ(eK0 ◦ π(a)v) = σ(a)θ(v) [Cas, Lemma 4.1.1].

Let ω be the central character of σ. Then ω is unitary and the conclusion in (iii)

can also be written as θ(eK0
◦ π(a)v) = ω(a)θ(v) for any a ∈ Ac,−L .

By a result of Tadić [Tad88], π is unitary. Fix a nonzero G-invariant inner

product (·, ·) on π. Let v ∈ πK0

Ac,−L
be a nonzero element and a ∈ Ac,−L . Then by

(eK0
◦ π(a)v, v) = ω(a)(v, v), we have∫

K0

(π(ka)v, v)ω(a)−1(v, v)−1dk = 1.

By the Cauchy–Schwarz inequality and since π, ω are unitary, we have

|(π(ka)v, v)ω(a)−1(v, v)−1| ≤ 1.

Hence (π(ka)v, v)ω(a)−1(v, v)−1 = 1 for any k ∈ K0. In particular (π(a)v, v) =
ω(a)(v, v). Again by the Cauchy–Schwarz inequality, we get π(a)v = ω(a)v for any

a ∈ Ac,−L . The subset Ac,−L generates AL as a group. Hence π(a)v = ω(a)v for any
a ∈ AL.

Let n ∈ N . Then there exists a ∈ AL such that ana−1 fixes v. As π(a)v = ω(a)v,
we have π(n)v = v. By the same argument π(n)v = v for any n ∈ N . Therefore

π〈N,N〉 6= 0. Since 〈N,N〉 is normalized by L, it is also normalized byG = 〈N,L,N〉.
Hence π is trivial on 〈N,N〉 by irreducibility of π. Since σ ∼= πN , σ is trivial on
L ∩ 〈N,N〉. �

Finally, the following criterion will be useful. We say that σ is G-regular if for
g ∈ NG(L) \ L, we have σ ◦Ad(g) 6∼= σ.

Proposition 3.8 ([Sil79, Theorem 5.4.3.7]). If σ is supercuspidal and G-regular,

then (n-IndGP σ)sm is reducible if and only if µG has a pole at σ.

3.2. Split groups. We now prove Theorems 1.2 and 1.3.

Theorem 3.9. Let G = GLn(F ), B the upper-triangular Borel subgroup, and Z
the diagonal maximal torus. Let χ = χ1 ⊗ · · · ⊗ χn : Z = (F×)n → C× be a
continuous (hence locally Qp-analytic) character. We have dχ ∈ HomQp(z, C) ∼=⊕

κ : F→C HomC(z ⊗F,κ C,C) and let λκ = (λκ,1, . . . , λκ,n) be the κ-component of
dχ, where λκ,k ∈ HomC(C,C) ∼= C. Assume that there exists no 1 ≤ i < j ≤ n
such that

• λκ,k − λκ,k+1 ∈ Z≤0 for any k = i, . . . , j − 1 and κ : F → C;
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• χiχ−1
j (t) = |t|j−i−1

F

∏
κ : F→C κ(t)λκ,i−λκ,j for all t ∈ F×.

Then (IndGB χ)cts is absolutely irreducible.

Proof. We have G = ResF/Qp GLn and the subgroup S is the diagonal split torus
of rank n over Qp. Let ei : S → Gm be the character projecting to the i-th entry.
Then the set of simple roots is {ei − ei+1 | 1 ≤ i ≤ n − 1}. Set I := {ei − ei+1 |
λκ,i − λκ,i+1 ∈ Z≤0 for all κ : F → C} and Q the standard parabolic subgroup cor-
responding to I. Then Q is maximal subject to L(−dχ) ∈ Oq. Take a locally

Qp-analytic character σ0 = σ0,1 ⊗ · · · ⊗ σ0,n : Z → C× and a smooth character
τ : Z → C× such that χ = σ0τ and if 1 ≤ i ≤ n − 1 and ei − ei+1 ∈ I then
(σ0,iσ

−1
0,i+1)(t) =

∏
κ : F→C κ(t)λκ,i−λκ,i+1 . Then L(σ′0) ∈ OQ by using Lemma 2.29.

Namely, χ = σ0τ is the decomposition given in section 2.8. By our hypothesis,
τiτ
−1
j 6= |·|j−i−1

F whenever i < j and −(ei − ej) is a root of Q.
We now check the assumption of Proposition 2.61. By writing LQ as a product

of general linear groups, we may assume I = {ei−ei+1 | 1 ≤ i ≤ n−1} (i.e. Q = G).
Then it follows from [BZ77, 4.11 Theorem] that every nonzero subrepresentation of

(IndGB τ)sm is generic. �

Theorem 3.10. Assume Assumption 2.14. Let G be split. Let χ : Z → C× be a
continuous (hence locally Qp-analytic) character. We have dχ ∈ HomQp(z, C) ∼=⊕

κ : F→C HomC(z⊗F,κ C,C) and let dχκ ∈ X∗(Z)⊗C be the κ-component of dχ.
Let P = LN be the largest standard parabolic subgroup such that 〈dχκ, α∨〉 ∈ Z≤0

for all positive roots α of L and all κ : F → C. Assume that for all w ∈ NL(Z) \Z
there exists a root α of L such that

(3.1) (χδ
−1/2
B ◦ w−1α∨) · (χδ−1/2

B ◦ α∨)−1 is non-algebraic

and that there exists no positive root α of L such that

(3.2) χδ
−1/2
B ◦ α∨ = |·|−1

F

∏
κ : F→C

κ(·)〈dχκ,α
∨〉.

Then (IndGB χ)cts is absolutely irreducible.

Proof. Assume first that Gder is simply connected. We will work over Qp by letting

G̃ := ResF/Qp G, and likewise for B̃, etc. Then P̃ is the maximal standard parabolic

subgroup of G̃ such that L(−dχ) ∈ Op̃. By Lemma 2.51 we write χ = σ0τ with

L(σ′0) ∈ OP̃ and τ smooth. By Lemma 2.29 we have σ0 = σalg(ψ|Z) with σalg : Z →
C× algebraic and ψ : L→ C× locally analytic.

Fix α a positive root (of Z = S) in L. We claim that equation (3.2) is equivalent
to

(3.3) τδ
−1/2
B∩L ◦ α

∨ = |·|−1
F .

Note that ψ◦α∨ = 1 by Lemma 2.4. In particular, σalg◦α∨ is an algebraic character

of F× with derivative dσalg ◦ α∨ = dχ ◦ α∨, so σalg ◦ α∨ =
∏
κ : F→C κ(·)〈dχκ,α∨〉.

Finally note that δB = δB∩LδN and δN ◦ α∨ = 1. We deduce the claim. Likewise
fix w ∈ NL(Z). Then wψ = ψ and wδN = δN for all w ∈ NL(Z), so for w /∈ Z
equation (3.1) becomes

(3.4) τδ
−1/2
B∩L ◦ w

−1α∨ 6= τδ
−1/2
B∩L ◦ α

∨

for some root α of L, which implies that w(τδ
−1/2
B∩L ) 6= τδ

−1/2
B∩L .

Using equations (3.3), (3.4) we deduce that (IndLB∩L τ)sm ∼= (n-IndLB∩L τδ
−1/2
B∩L )sm

has an irreducible socle that is generic by [Rod81, Proposition 1, Proposition 4].
(Alternatively we could argue using Propositions 3.22, 3.5, and 3.8, using the known
reducibility points for SL2(F ).) We conclude by Proposition 2.61.
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For general G, let ϕ : Gsc → G be the simply-connected cover of the derived
subgroup. Let Zsc := ϕ−1(Z) and χsc := χ ◦ϕ. As ϕ is compatible with coroots of
Gsc and G we deduce that dχsc determines the parabolic subgroup ϕ−1(P ) of Gsc

by the recipe in the statement of the theorem. Moreover, conditions (3.1) and (3.2)
are the same for Gsc and G. We conclude by Proposition 2.42 (see Remark 2.43)
and by what we already established for Gsc. �

Remark 3.11. This theorem generalizes to all quasisplit groups, by using Propo-
sitions 3.22, 3.5, 3.8, and the known reducibility points for SL2(F ) and SU3(F ).
However, it can no longer be stated in terms of relative coroots. For general G one
can at least formulate a weaker version in the same way, using Remark 3.23 instead
of Proposition 3.22, as well as Remark 3.61 for the possible location of reducibility
points.

3.3. Classical quasisplit groups. We will now give some irreducibility theorems
for all quasisplit classical groups. For simplicity we will state them for a smooth
inducing character only, which is enough in light of Theorem 2.56 (at least for all
but the orthogonal groups). We use standard conventions for classical groups, as
for example in [Gol94], [Gol95], [CG16].

Theorem 3.12. Let G = Sp2n(F ) (split), B the upper-triangular Borel, and Z the
diagonal maximal torus. Let χ = χ1 ⊗ · · · ⊗ χn : Z → C× be a smooth character.
Assume p > 2 and the following:

• χiχ±1
j 6= |·|

−1
F for all i < j;

• χi 6= |·|−1
F for all i;

• the set {χi : χ2
i has order two} is linearly independent over Z/2Z.

Then (IndGB χδ
1/2
B )cts is absolutely irreducible.

Note that the last condition is equivalent to saying that there do not exist (at
least two) distinct χi of order 2 whose product is trivial.

Theorem 3.13. Let G = SO2n+1(F ) (split), B the upper-triangular Borel, and Z
the diagonal maximal torus. Let χ = χ1⊗· · ·⊗χn : Z → C× be a smooth character.
Assume p > 2 and the following:

• χiχ±1
j 6= |·|

−1
F for all i ≤ j.

Then (IndGB χδ
1/2
B )cts is absolutely irreducible.

Theorem 3.14. Let G = SO2n(F ) (split), B the upper-triangular Borel, and Z
the diagonal maximal torus. Let χ = χ1⊗· · ·⊗χn : Z → C× be a smooth character.
Assume the following:

• χiχ±1
j 6= |·|

−1
F for all i < j;

• there does not exist a subset of {χi : χ2
i has order two} of even size whose

product is 1.

Then (IndGB χδ
1/2
B )cts is absolutely irreducible.

Note that the last condition allows many χ2
i to equal 1. (Similarly below.)

Theorem 3.15. Let G = SO∗2n(F ) (non-split quasisplit) splitting over a quadratic
extension E/F , B the upper-triangular Borel, and Z the diagonal maximal torus.
Let χ = χ1 ⊗ · · · ⊗ χn : Z = (F×)n−1 × (E×)NE/F=1 → C× be a smooth character.
Assume the following:

• χiχ±1
j 6= |·|

−1
F for all i < j < n;

• (χi ◦NE/F )χc−1
n 6= |·|−1

E for all i < n if χ2
n = 1;

• there does not exist a subset Σ of {χi : χ2
i = 1, (χi ◦NE/F )χc−1

n 6= 1} such

that
∏
χi∈Σ χi ◦NE/F = χ1−c

n (resp. 1) if |Σ| is odd (resp. |Σ| is even).
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Then (IndGB χδ
1/2
B )cts is absolutely irreducible.

Here, χc−1(x) := χ(xx−1) for x ∈ E×.

Theorem 3.16. Let G = U2n(F ) (quasisplit) splitting over a quadratic extension
E/F , B the upper-triangular Borel subgroup, and Z the diagonal maximal torus.
Let χ = χ1 ⊗ · · · ⊗ χn : Z = (E×)n → C× be a smooth character. Assume the
following:

• χiχ−1
j 6= |·|

−1
E for all i < j;

• χiχcj 6= |·|
−1
E for all i < j;

• χi 6= η|·|−1/2
E with η|F× = 1 for all i;

• the set {χi : χi|F× = ωE/F } has at most one element.

Then (IndGB χδ
1/2
B )cts is absolutely irreducible.

Here, χc(x) := χ(x) for x ∈ E×, and ωE/F denotes the non-trivial character of

F×/NE/F (E×).

Theorem 3.17. Let G = U2n+1(F ) (quasisplit) splitting over a quadratic extension
E/F , B the upper-triangular Borel subgroup, and Z the diagonal maximal torus.
Let χ = χ1 ⊗ · · · ⊗ χn+1 : Z = (E×)n × (E×)NE/F=1 → C× be a smooth character.
Assume the following:

• χiχ−1
j 6= |·|

−1
E for all i < j ≤ n;

• χiχcj 6= |·|
−1
E for all i < j ≤ n;

• χiχc−1
n+1 6= |·|

−1
E for all i ≤ n;

• χiχc−1
n+1 6= η|·|−1/2

E with η|F× = ωE/F for all i ≤ n;

• χiχc−1
n+1 = 1 or χiχ

c−1
n+1|F× 6= 1 for all i ≤ n.

Then (IndGB χδ
1/2
B )cts is absolutely irreducible.

To prepare for the proofs, we first prove some lemmas about even orthogonal
groups.

Lemma 3.18. Suppose G = SO∗4(F ) with diagonal maximal torus Z = GL1(F )×
SO∗2(F ) ∼= F× × (E×)NE/F=1 and χ = χ1 ⊗ χ2 : Z → C×. Write χ1 = ψ1|·|sF with

ψ1 unitary and s ∈ R. Then the principal series (n-IndGB χ)sm is reducible if and
only if ψ2

1 = χ2
2 = 1 and either

• ψ1 ◦NE/F = χ1−c
2 and s = ±1, or

• ψ1 ◦NE/F 6= χ1−c
2 and s = 0.

Proof. The simply-connected cover of G is G̃ = Spin∗4
∼= ResE/F SL2. Note that the

non-trivial Weyl group element fixes ψ1 ⊗ χ2 if and only if ψ2
1 = χ2

2 = 1. Using a
root datum calculation we verify that χ pulls back to the character diag(x, x−1) 7→
χ1(xx)χ2(x−1x) of the diagonal maximal torus of SL2(E). We conclude by com-
parison with SL2(E) using Propositions 3.6, 3.5. �

Lemma 3.19. Suppose G = GSO∗4(F ) with diagonal maximal torus Z = GL1(F )×
GSO∗2(F ) ∼= F××E× and χ = χ1⊗χ2 : Z → C×. Write χ1 = ψ1|·|s1F , χ2 = ψ2|·|s2E
with ψi unitary and si ∈ R. Then the principal series (n-IndGB χ)sm is reducible if
and only if ψ2

1 = 1, ψ1 ◦NE/F = ψ1−c
2 , and s1 = ±1.

Proof. The non-trivial Weyl group element fixes ψ1 ⊗ ψ2 if and only if ψ2
1 = 1 and

ψ1 ◦ NE/F = ψ1−c
2 . In his case we determine the reducibility point by restriction

to SO∗4(F ) (using Propositions 3.6, 3.5, and Lemma 3.18). �
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Lemma 3.20. Suppose G = GSO2n(F ). Let χ = χ1 ⊗ · · · ⊗ χn ⊗ ρ : Z → C×
be a unitary smooth character. Then the R-group R(χ) is isomorphic to (Z/2Z)r,
where 2r is the number of subsets Σ ⊂ {χi : χ2

i = 1} such that |Σ| is even and∏
χi∈Σ χi = 1.

Proof. Keys’ argument still applies as in [Gol94, Lemma 6.7] to show that any
element of R(χ) is a product of (an even number of) sign changes. We may use
the Weyl group to assume that there exist r1 < r2 < · · · < rk such that χ2

i = 1
if and only if i ≤ rk, χi = χi+1 for all i < rk such that i /∈ {r1, . . . , rk}, and χrj
(1 ≤ j ≤ k) are pairwise distinct. Let ci be the element in the Weyl group which
changes the i-th sign. Then it is straightforward to show that R(χ) consists of all
elements

∏
i∈Σ′ ci, where Σ′ ⊂ {r1, . . . , rk}, |Σ′| is even, and

∏
i∈Σ′ χi = 1. This

implies the result. �

Lemma 3.21. Suppose G = GSO∗2n(F ). Let χ = χ1 ⊗ · · · ⊗ χn : Z = (F×)n−1 ×
E× → C× be a unitary smooth character. Then the R-group R(χ) is isomorphic to
(Z/2Z)r, where 2r is the number of subsets Σ of {χi : χ2

i = 1, (χi ◦NE/F )χc−1
n 6= 1}

such that
∏
χi∈Σ χi ◦NE/F = χ1−c

n (resp.
∏
χi∈Σ χi ◦NE/F = 1) if |Σ| is odd (resp.

|Σ| is even).

Proof. By Lemma 3.19 we see that the set ∆′ in the definition of the R-group
[Gol94, §1] consists of all positive roots ei − ej if χi = χj (i < j < n), ei + ej
if χi = χ−1

j (i < j < n), ei if χ2
i = 1 and (χi ◦ NE/F )χc−1

n = 1 (i < n). Keys’

argument still applies as in [CG16, Lemma A.2] to show that any element of R(χ)
is a product of sign changes. We may use the Weyl group to assume that there
exist r1 < r2 < · · · < rk such that χ2

i = 1 and (χi ◦ NE/F )χc−1
n 6= 1 if and only

if i ≤ rk, χi = χi+1 for all i < rk such that i /∈ {r1, . . . , rk}, and χrj (1 ≤ j ≤ k)
are pairwise distinct. Then it is straightforward to show that R(χ) consists of all
elements

∏
i∈Σ′ ci, where Σ′ ⊂ {r1, . . . , rk}, and

∏
i∈Σ′ χi ◦NE/F = 1 if |Σ′| is even

(resp.
∏
i∈Σ′ χi ◦NE/F = χ1−c

n if |Σ′| is odd). This implies the result. �

Proposition 3.22. Suppose G is quasisplit and χ : Z → C× a smooth character.
Write χ = ψχν with ψ unitary and ν ∈ a∗Z,R. Let L be the maximal semistandard
Levi subgroup such that ν ∈ a∗L,R. Then the following two conditions are equivalent:

(i) the socle of (n-IndGB χ)sm is of the same length as (the semisimple rep-

resentation) (n-IndLB∩L χ)sm, and every irreducible subrepresentation of

(n-IndGB χ)sm is generic;

(ii) (a) for all α ∈ Φ+
red such that (n-IndLαB∩Lα χ)sm is reducible we have

〈ν, α∨〉 ≥ 0;

(b) every irreducible subrepresentation of (n-IndLB∩L χ)sm is generic.

Proof. (We thank Alberto Mı́nguez for providing the key ideas for this argument.)
First assume that (i) holds. Note first that by [Rod73, Theorem 2] in the split
case and by the geometric lemma [BZ77, 5.2 Theorem] in general, for each non-
degenerate character θ of U there is a unique θ-generic irreducible constituent of
(n-IndGB χ)sm. Suppose first that there is a parabolic subgroup P ′ = L′N ′ such

that 0 → τ1 → (n-IndL
′

B∩L′ χ)sm → τ2 → 0 with τ1 6= 0 non-generic. Then every

irreducible submodule of (n-IndGP ′ τ1)sm is non-generic (as the generic constituents

have to lie in (n-IndGP ′ τ2)sm), contradiction. Therefore, every irreducible subrep-

resentation of (n-IndL
′

B∩L′ χ)sm is generic. In particular this applies to L′ = L.

Consider now all L′ = Lα for α ∈ Φ+
red such that (n-IndLαB∩Lα χ)sm is reducible and

〈ν, α∨〉 < 0. Then (n-IndLαB∩Lα χ)sm is of length 2 and has an irreducible socle (by
considering the Jacquet module). We claim that the socle is non-generic. We get
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the same length 2 reducibility after restriction to the simply-connected cover of the
derived subgroup of Lα, which is one of SL2(E), SU3(E) for some finite extension
E/F . In case of SL2(E) we are done because the subrepresentation is trivial by
the condition 〈ν, α∨〉 < 0. In the other case we lift to U3(E) and still obtain re-
ducibility (e.g. by Proposition 3.6). Relabeling E as F , we reduce to G = U3(F )
and 〈ν, α∨〉 < 0 for the unique simple root α. Then the socle is non-generic, e.g.
by (the contragredient of) [CS98, Theorem 1]. (Note that there is only one orbit
of non-degenerate characters of U3.) Thus we deduce (ii).

Conversely, suppose that (ii) holds. We first show that the socle of (n-IndGB χ)sm

is of the same length as (n-IndLB∩L χ)sm. If ν is not dominant, then there is an α ∈ ∆

such that 〈ν, α∨〉 < 0. By the first assumption, (n-IndLαB∩Lα χ)sm is irreducible,

so we deduce that (n-IndGB χ)sm ∼= (n-IndGB sα(χ))sm by transitivity of parabolic
induction. Since sα permutes the set Φ+

red \ {α}, our condition on χ above also

holds for sα(χ) = sα(ψ)χsα(ν). But in this way we reduce the number of α ∈ Φ+
red

such that 〈ν, α∨〉 < 0 by one, and we can reduce to ν dominant in finitely many
steps.

Suppose now that ν is dominant, as we may. Then L is standard and the standard
parabolic subgroup P containing L as a Levi part is associated to the subset {α ∈
∆ : 〈ν, α∨〉 = 0} of ∆. As ν lies in a∗L,R, χν extends to an unramified character of

L. Let σ be any irreducible constituent of (n-IndLB∩L χ)sm ∼= (n-IndLB∩L ψ)sm ⊗ χν ,
which is a semisimple representation (as it is unitary up to twist). Then σ is generic

by our second assumption, and we now show that (n-IndGP σ)sm has an irreducible

socle. By the geometric lemma, rP ((n-IndGP σ)sm) has a filtration with graded pieces

σw := (n-IndLL∩wPw−1 wrL∩w−1Pwσ)sm, where rP denotes the normalized Jacquet
module and w runs through Kostant representatives of WL\W/WL. Note that the
supercuspidal support of σ (resp. of any irreducible constituent of σw) is (Z, χ)
(resp. (Z,ww′χ) for some w′ ∈ WL), up to L-conjugacy. But wχ = χ implies that
wχν = χν , hence wν = ν, i.e. w ∈ WL by definition of L. We see that σ occurs
with multiplicity one in rP ((n-IndGP σ)sm) and hence by exactness of rP deduce

that (n-IndGP σ)sm has an irreducible socle. (If π ⊂ (n-IndGP σ)sm is irreducible, then
rPπ � σ.)

It remains to show that every irreducible subrepresentation of (n-IndGB χ)sm

is generic. Continue to assume, as we may, that ν is dominant. Taking σ to
be any irreducible constituent of the semisimple representation (n-IndLB∩L χ)sm ∼=
(n-IndLB∩L ψ)sm⊗χν it suffices to show that the irreducible socle πσ of (n-IndGP σ)sm

is generic. Fix a non-degenerate character θ such that (n-IndGP σ)sm contains a
θ-generic constituent πθ. We claim that there exists a (nonzero) intertwining

morphism T : (n-IndG
P
σ)sm → (n-IndGP σ)sm whose kernel does not contain πθ as

constituent. Assuming the claim we are done: by second adjointness and the
previous paragraph we know that (n-IndG

P
σ)sm has irreducible cosocle πσ. (If

(n-IndG
P
σ)sm � π′ irreducible, then σ ↪→ rPπ

′, so π′ has to be the unique con-
stituent with σ contributing to rPπ

′. In fact, we see that σ is a direct summand of
rPπσ.) Then the image of T has πσ both as its socle and its cosocle, so the image

of T equals πσ, since πσ occurs only once in (n-IndGP σ)sm. The claim implies that
πσ ∼= πθ is generic.

To prove the final claim, it suffices to construct a morphism T ′ : (n-IndG
B
χ)sm →

(n-IndGB χ)sm that does not kill any generic constituents, because we can decom-

pose (n-IndG
B
χ)sm ∼=

⊕
σ(n-IndG

P
σ)sm and (n-IndGB χ)sm ∼=

⊕
σ(n-IndGP σ)sm (by

semisimplicity) and consider where πσ is sent. By writing w0 as a reduced product of

simple reflections, it suffices to construct (n-IndG
w−1s−1

β Bsβw
χ)sm → (n-IndGw−1Bw χ)sm
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that does not kill any generic constituents, for any w ∈ W and simple reflec-
tion sβ with `(sβw) > `(w) (i.e. w−1(β) > 0) where ` is the length function

on W . By parabolic induction, it suffices to construct (n-Ind
w−1Lβw

w−1s−1
β Bsβw

χ)sm →

(n-Ind
w−1Lβw

w−1Bw χ)sm that does not kill any generic constituents. We can write this

morphism as T ′α : (n-IndLα
B∩Lα

χ)sm → (n-IndLαB∩Lα χ)sm, where α := w−1(β) ∈ Φ+
red.

If 〈ν, α∨〉 = 0 or if (n-IndLαB∩Lα χ)sm is irreducible, these representations are semisim-
ple and we take T ′α to be any isomorphism. Otherwise, by (a) we know that

〈ν, α∨〉 > 0. We also know that (n-IndLα
B∩Lα

χ)sm has an irreducible cosocle which

is the same as the socle of (n-IndLαB∩Lα χ)sm, and we take T ′α to be the unique (up
to scalar) nonzero map possible. By the condition that 〈ν, α∨〉 > 0 we know that

the kernel of Tα is the unique non-generic constituent of (n-IndLα
B∩Lα

χ)sm (see the

first paragraph of this proof). This completes the proof. �

Remark 3.23. We have a similar criterion for irreducibility, for any connected re-
ductive group G. Suppose that σ is a (finite-dimensional) irreducible smooth rep-
resentation of the minimal Levi subgroup Z. Write σ ∼= σuχν with σu unitary and
ν ∈ a∗Z,R, and let L be the maximal semistandard Levi subgroup such that ν ∈ a∗L,R.

Then (n-IndGB σ)sm is irreducible if and only if (n-IndLαB∩Lα σ)sm is irreducible for

all α ∈ Φ+
red and (n-IndLB∩L σ)sm is irreducible. For the “if” direction, the first con-

dition shows that (n-IndGB σ)sm ∼= (n-IndGB w(σ))sm for any w ∈W (by induction on

`(w)). In particular, (n-IndG
B
σ)sm ∼= (n-IndGB σ)sm and we may also assume that ν

is dominant. Let τ := (n-IndLB∩L σ)sm. Then (n-IndG
P
τ)sm ∼= (n-IndGP τ)sm, where

P = LN is the standard parabolic with Levi subgroup L. By the same argument
as in the proof of Proposition 3.22 we see that (n-IndGP τ)sm has an irreducible socle

which is also the cosocle of (n-IndG
P
τ)sm and occurs in these representations with

multiplicity one. This implies irreducibility. (If G is split, this can also be deduced
from [Mul79, Proposition 4.2], and in general from the main theorem of [Luo19].)

Proof of Theorems 3.12–3.17. By Proposition 2.61 it suffices to verify that both
assumptions in Proposition 3.22(ii) hold. (To apply this proposition we work with

G obtained by restriction of scalars from F to Qp, and take σ0 = 1, τ = χδ
1/2
B ,

Q = G. We also embed C in C and replace C by a finite extension so that all

irreducible constituents of (IndGB χδ
1/2
B )sm are absolutely irreducible.) Note that

(IndGB χδ
1/2
B )sm = (n-IndGB χ)sm. The first assumption is easy to verify by the ir-

reducibility criteria for smooth principal series of Sp2(F ) = SL2(F ), SO3(F ) ∼=
PGL2(F ), GL2(E), SO∗4(F ), U2(F ) and U3(F ), using all but the last hypothesis
in each theorem. (In this proof we consider Theorem 3.13 to have a vacuous last
hypothesis. For the last three irreducibility criteria, see Lemma 3.18, respectively
[Rog90, §11.1, §12.2].)

We now verify the second assumption of Proposition 3.22, using the last hypoth-
esis in each theorem. Write L ∼=

∏
i GLmi(E) × G′, where E = F in all but the

unitary cases and G′ is a classical group of the same type as G. (Note that G′ may
be trivial, except when the type is SO∗.) As unitary principal series of GLm(E) are
irreducible and generic, we may reduce to the case where G′ = G, i.e. L = G. By
a twist we may assume that χ is unitary, i.e. ν = 0. In case G = SO2n+1(F ) (resp.
G = U2n+1(F )) we apply [Gol94, Theorem 6.5(1)] (resp. [Gol95, Theorem 3.4]) to

see that (n-IndGB χ)sm is irreducible and hence generic.
In case G = Sp2n(F ) we lift χ to the character χ̃ := χ1 ⊗ · · · ⊗ χn ⊗ ρ of the

diagonal maximal torus Z̃ of GSp2n(F ), where ρ : F× → C× is an arbitrary unitary
character. The unitary principal series of GSp2n(F ) obtained from χ̃ is irreducible
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and hence generic by [Gol97, Theorem 2.6]. (Note that d1 = 0 and dχ ≤ 1 for all
χ 6= 1 in the notation of that paper.) By restriction to Sp2n(F ) it follows that all

irreducible constituents of (n-IndGB χ)sm are generic.
In case G = U2n(F ) we lift χ to the character χ̃ := χ1 ⊗ · · · ⊗ χn ⊗ ρ of

the diagonal maximal torus Z̃ of GU2n(F ), where ρ : F× → C× is an arbitrary
unitary character. The unitary principal series of GSp2n(F ) obtained from χ̃ is
irreducible and hence generic by [Gol97, Theorem 2.6]. (Note that d1 = 0 and
Λ(σ) = Λ(σ)′ = ∅ in the notation of that paper. Here we use that by comparison
with SL2(F ), using Proposition 3.6, all unitary principal series of GU2(F ) are
irreducible.) By restriction to U2n(F ) it follows that all irreducible constituents of

(n-IndGB χ)sm are generic.
In case G = SO2n(F ) (resp. G = SO∗2n(F )) we likewise lift to a character of the

diagonal maximal torus Z̃ of GSO2n(F ) and apply Lemma 3.20 (resp. Lemma 3.21).
�

Remark 3.24. The conditions in Theorems 3.12–3.17 are optimal in the sense that if

every irreducible subrepresentation of (IndGB χδ
1/2
B )sm is generic, then the conditions

in the theorems hold. (The analogue of course holds for GLn(F ) as well, by the
same argument.)

To justify this, suppose that every irreducible subrepresentation of (n-IndGB χ)sm

is generic. Then by Proposition 3.22 (item (a)) we get all but the last condition in
each theorem.

It remains to discuss the symplectic, even orthogonal, and unitary groups. Ob-
serve that there is a unique orbit of non-degenerate characters of U for the groups
GSp2n(F ), GSO2n(F ), GSO∗2n(F ), GU2n(F ), and U2n+1(F ) under the action of
the diagonal maximal torus Z. If G = U2n+1(F ) we let L be the maximal semi-
standard Levi subgroup such that ν ∈ a∗L,R. Then the semisimple representation

(n-IndLB∩L χ)sm has to be irreducible by (b) (as it contains a unique generic con-
stituent), which implies the last condition in this case by the R-group result we
already used. If G is one the groups Sp2n(F ), SO2n(F ), SO∗2n(F ), U2n(F ) we lift
to the similitude group GSp2n(F ), GSO2n(F ), GSO∗2n(F ), GU2n(F ) as in the proof
above and then apply the same reasoning. (Note that the lifted principal series still
has the property that every irreducible subrepresentation is generic.)

For completeness, we also state the irreducibility criteria we get from Remark 3.23
for classical groups, using the same notation as in Theorems 3.12–3.17. For the
group Sp2n(F ), see also [Tad94, Theorem 7.1].

Theorem 3.25.

(i) If G = Sp2n(F ) (split), χ = χ1 ⊗ · · · ⊗ χn : Z → C× smooth, then

(IndGB χδ
1/2
B )sm is irreducible if and only if

• χiχ±1
j 6= |·|

±1
F for all i < j;

• χi 6= |·|±1
F for all i;

• χi is not of order 2 for all i.
(ii) If G = SO2n+1(F ) (split), χ = χ1 ⊗ · · · ⊗ χn : Z → C× smooth, then

(IndGB χδ
1/2
B )sm is irreducible if and only if

• χiχ±1
j 6= |·|

±1
F for all i ≤ j.

(iii) If G = SO2n(F ) (split), χ = χ1 ⊗ · · · ⊗ χn : Z → C× smooth, then

(IndGB χδ
1/2
B )sm is irreducible if and only if

• χiχ±1
j 6= |·|

±1
F for all i < j;

• the set {χi : χ2
i = 1} has at most one element.
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(iv) If G = SO∗2n(F ) (non-split quasisplit) splitting over a quadratic extension
E/F , χ = χ1⊗· · ·⊗χn : Z = (F×)n−1× (E×)NE/F=1 → C× smooth, then

(IndGB χδ
1/2
B )sm is irreducible if and only if

• χiχ±1
j 6= |·|

±1
F for all i < j < n;

• (χi ◦NE/F )χc−1
n 6= |·|±1

E for all i < n if χ2
n = 1;

• the set {χi : i < n and χ2
i = 1} has at most one element if χ2

n 6= 1;
(χ2
i 6= 1 or (χi ◦NE/F )χc−1

n = 1) for all i < n if χ2
n = 1.

(v) If G = U2n(F ) (quasisplit) splitting over a quadratic extension E/F , χ =

χ1⊗· · ·⊗χn : Z = (E×)n → C× smooth, then (IndGB χδ
1/2
B )sm is irreducible

if and only if
• χiχ−1

j 6= |·|
±1
E for all i < j;

• χiχcj 6= |·|
±1
E for all i < j;

• χi 6= η|·|±1/2
E with η|F× = 1 for all i;

• χi|F× 6= ωE/F for all i.
(vi) If G = U2n+1(F ) (quasisplit) splitting over a quadratic extension E/F ,

χ = χ1 ⊗ · · · ⊗ χn+1 : Z = (E×)n × (E×)NE/F=1 → C× smooth, then

(IndGB χδ
1/2
B )sm is irreducible if and only if

• χiχ−1
j 6= |·|

±1
E for all i < j ≤ n;

• χiχcj 6= |·|
±1
E for all i < j ≤ n;

• χiχc−1
n+1 6= |·|

±1
E for all i ≤ n;

• χiχc−1
n+1 6= η|·|±1/2

E with η|F× = ωE/F for all i ≤ n;

• χiχc−1
n+1 = 1 or χiχ

c−1
n+1|F× 6= 1 for all i ≤ n.

Proof. This follows as in the proof of Theorems 3.12–3.17. If G = Sp2n(F ) (resp.
SO2n(F ), resp. SO∗2n(F ), resp. G = U2n(F )), the relevant R-group result can be
found in [Gol94, Theorem 6.4] (resp. [Gol94, Theorem 6.8], resp. [CG16, Theorem
A.4], resp. [Gol95, Theorem 3.4]). �

3.4. The group GLn(D). Let D be a central division F -algebra of dimension d2

and Gn = GLn(D), B = Bn the minimal parabolic subgroup of upper-triangular
matrices, U = Un the unipotent radical of Bn, and Z = Zn the diagonal minimal
Levi subgroup. The mirabolic subgroup Pn of GLn(D) is defined by Pn := {(gij) ∈
G | gnn = 1, gni = 0 (1 ≤ i ≤ n − 1)}. We say that a representation π of Pn is
generic if πUn,θ 6= 0 for an (equivalently any) non-degenerate character θ of Un. Let
Nrd: D× → F×, det : Gn → F× be the reduced norm. For an absolutely irreducible

smooth representation σ of D×, let νσ = |Nrd|s(σ)
F be the character of D× of [Tad90,

Section 2]. Here, s(σ) is a positive integer dividing d. It is characterized by the
fact that for σ′ another absolutely irreducible smooth representation of D× the
induction (n-IndG2

B2
σ � σ′)sm is reducible if and only if σ′ ∼= σν±1

σ [Tad90, 2.5
Lemma, 4.2 Lemma]. (Note that σ′ does not denote the strong dual of σ in this
subsection.)

Theorem 3.26. Let σ = σ1 � · · · � σn be an absolutely irreducible smooth repre-
sentation of Z ∼= (D×)n over C. Assume the following condition.

(3.5)
There exists no sequence 1 ≤ i0 < i1 < · · · < ie ≤ n such that

σij
∼= σi0ν

j
σi0

for all 0 ≤ j ≤ e and νeσi0 = |Nrd|dF .

Then any nonzero Pn-subrepresentation of (n-IndGB σ)sm is generic. In particular,

(IndGB σδ
1/2
B )cts is irreducible.

The last part follows from Proposition 2.61 for the group ResF/Qp GLn(D) (and
σ0 = 1, τ = σ, Q = G).
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We fix an absolutely irreducible smooth Z-representation σ = σ1 � · · · � σn
satisfying (3.5). We first claim that (n-IndGB σ)sm ∼= (n-IndGB τ)sm for some τ = τ1�
· · ·�τn in the Weyl group orbit of σ such that τi 6∼= τj⊗|Nrd|−dF for any i < j. Letting
∼ be the equivalence relation on absolutely irreducible smooth representations of
D× induced by ζ ∼ ζνζ . As (n-IndG2

B2
σi�σi+1)sm ∼= (n-IndG2

B2
σi+1�σi)sm whenever

σi 6∼ σi+1, by repeated transposition of consecutive, inequivalent representations
we may assume that whenever σi ∼ σj for some i < j, then σi ∼ σi+1 ∼ · · · ∼ σj ,
while preserving condition (3.5). In this way we reduce to the case where all σi
(1 ≤ i ≤ n) lie in the same equivalence class, i.e. σi ∼= ζν

k(i)
ζ for some k(i) ∈ Z. Let

e be the divisor of d such that νeζ = |Nrd|dF . Condition (3.5) says that there exists

no sequence 1 ≤ i0 < i1 < · · · < ie ≤ n such that k(ij)−k(i0) = j for all 0 ≤ j ≤ e.
If there exists any 0 ≤ ` < n such that k(`+ 1)− k(`) ≥ 2, then we can transpose
σ` and σ`+1, while keeping condition (3.5) satisfied. (Subsequences i0 < · · · < ie
as in (3.5) containing at most one of `, ` + 1 are unaffected by the transposition.
Subsequences containing both will no longer satisfy (3.5) after transposition because
the function k(ij) has to be increasing.) Each such transposition decreases the sum∑n
`=1 `k(`), so after finitely many steps we may assume that k(` + 1) − k(`) ≤ 1

for all 0 ≤ ` < n and that condition (3.5) still holds. Suppose there exist i < j

such that σi ∼= σj ⊗ |Nrd|−dF , i.e. k(j) − k(i) = e. We have e > 1 by condition
(3.5). More generally, suppose that for some i < j we have k(j) − k(i) = e′ > 1.
Pick i ≤ i′ < j maximal such that k(i′) − k(i) ≤ 1, so k(i′ + 1) − k(i) ≥ 2.
Then 1 ≥ k(i′ + 1) − k(i′) ≥ 2 − 1 = 1, whence equality holds and in particular
k(i′) − k(i) = 1. Hence, taking again e′ = e, then by induction there exists a
sequence i = i0 < i1 < · · · < ie = j such that k(ij)− k(ij−1) = 1 for all 1 ≤ j ≤ e,
contradiction.

Therefore, we may assume that σi 6∼= σj ⊗ |Nrd|−dF for any i < j. If D = F
then the theorem is proved in [BZ77, 4.11 Theorem] and in general we follow their
argument.

For a locally profinite topological group H, let Rep∞(H) be the category of
smooth H-representations over C. If H ′ is a closed subgroup of H and τ ∈
Rep∞(H), we put (n-IndHH′ τ)sm := (IndHH′ τδ

−1/2
H δ

1/2
H′ )sm. Let Nn be the unipo-

tent radical of Pn. We fix a non-degenerate character θ of Un and let ηn be the
restriction of θ to Nn. We define exact functors as follows:

Φ− : Rep∞(Pn)→ Rep∞(Pn−1) π 7→ |det|−d/2F ⊗ πNn,ηn ,

Φ̂+ : Rep∞(Pn−1)→ Rep∞(Pn) τ 7→ (n-IndPnPn−1Nn
τ)sm,

Φ+ : Rep∞(Pn−1)→ Rep∞(Pn) τ 7→ (nc-IndPnPn−1Nn
τ)sm,

where nc-Ind denotes normalized compact induction. (We keep the notation of
[BZ77], but caution that Φ+ should not be confused with the set of positive roots.
Also note that [BZ77] uses a different definition of normalized induction.) In

the definition of Φ̂+ and Φ+ we extend π to Pn−1Nn by letting Nn act via ηn.

We remark that δPn−1Nn = |det|2dF and δPn = |det|dF , so (n-IndPnPn−1Nn
τ)sm =

(IndPnPn−1Nn
τ |det|d/2F )sm. In particular, the functors Φ−, Φ̂+, Φ+ coincide with the

ones in [BZ77] when D = F .

Lemma 3.27. The functor Φ− is right adjoint to Φ+ and left adjoint to Φ̂+. We
have Φ−(π) = 0 if and only if Nn acts trivially on π.

Proof. By Frobenius reciprocity, Φ̂+ is the right adjoint of Φ−. For Φ+, the proof
of [BZ77, 3.2 Proposition (b)] applies. The last claim follows from [BZ77, 3.2
Proposition (e)] when D = F and the same proof applies. �
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For a smooth representation τ , let τ∨ be the smooth dual of τ .

Lemma 3.28. We have Φ−(π∨) ∼= Φ−(π)∨ for π ∈ Rep∞(Pn).

Proof. Let τ ∈ Rep∞(Pn−1). We have Φ+(τ)∨ ∼= Φ̂+(τ∨), by our normalization of
induction. Then we have

HomPn−1
(τ,Φ−(π∨)) ∼= HomPn(Φ+(τ), π∨)

∼= HomPn(π,Φ+(τ)∨)

∼= HomPn(π, Φ̂+(τ∨))

∼= HomPn−1(Φ−(π), τ∨)

∼= HomPn−1
(τ,Φ−(π)∨).

The lemma follows. �

Let Qn be the standard parabolic subgroup of Gn = GLn(D) corresponding to
the partition n = 1 + (n− 1). Then Qn−1Nn = (G1 × Pn−1)N ′n, where the normal
subgroup N ′n denotes the unipotent radical of Qn. To keep notation short we write
Qn−1Nn below, even though we think of it as (G1 × Pn−1)N ′n.

Lemma 3.29. Let σ1 be a smooth representation of G1 and σ′ a smooth representa-
tion of Pn−1. Suppose that π0 ⊂ (n-IndPnQn−1Nn

σ1�σ′)sm is a Pn-subrepresentation,

where we let N ′n act trivially on σ1 � σ′.

(i) If n ≥ 3 we have an embedding Φ−(π0) ↪→ (n-Ind
Pn−1

Qn−2Nn−1
σ1�Φ−(σ′))sm.

(ii) If (π0)Nn,ηn = 0 and n ≥ 2, then π0|Gn−1
is embedded into the following

two representations:

(n-Ind
Gn−1

Qn−1
σ1 � r(σ

′))sm ⊗ |det|d/2F ,

(n-Ind
Gn−1

Qn−1
σ1 � r((σ

′)∨)∨)sm ⊗ |det|−d/2F .

Here r(σ′) := (σ′)Nn−1
⊗ |det|−d/2F is the normalized Jacquet module of σ′

with respect to the parabolic subgroup corresponding to (n−1) = (n−2)+1.

Proof. For simplicity we put Π := (n-IndPnQn−1Nn
σ1 � σ′)sm.

For (i), we apply the geometric lemma to calculate the Pn−1-representation
ΠNn,ηn . We have

Qn−1Nn\Pn/Pn−1Nn ∼= Qn−1\Gn−1/Pn−1

∼= Aut({2, . . . , n− 1})\Sn−1/Aut({1, . . . , n− 2})
and it has two elements, represented by the identity element and (1 n− 1) (trans-
position). The orbit corresponding to (1 n − 1) does not contribute. Hence we
have

Φ−(Π) ∼= (n-Ind
Pn−1

Qn−2Nn−1
σ1 ⊗ Φ−(σ′))sm.

We get (i).
Assume that (π0)Nn,ηn = 0. Then Nn acts trivially on π0 by Lemma 3.27. Hence

π0|Gn−1 ↪→ ΠNn . Applying the geometric lemma, we have ΠNn
∼= (n-Ind

Gn−1

Qn−1
σ1 �

r(σ′))sm⊗|det|d/2F as Gn−1-representations. (The character |det|d/2F comes from the
normalization of coinvariants.)

We also have π0|Gn−1
↪→ ((Π∨)∨)Nn ∼= ((Π∨)Nn)∨. We calculate

((Π∨)Nn)∨ ∼= (((n-IndPnQn−1Nn
σ∨1 � (σ′)∨)sm)Nn)∨

∼= ((n-Ind
Gn−1

Qn−1
σ∨1 � r((σ

′)∨))sm ⊗ |det|d/2F )∨

∼= (n-Ind
Gn−1

Qn−1
σ1 � r((σ

′)∨)∨)sm ⊗ |det|−d/2F .
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Part (ii) follows. �

For π ∈ Rep∞(Pn), we define the k-th derivative π(k) ∈ Rep∞(Gn−k) of π by

π(k) := |det|−d/2F ⊗ (Φ−)k−1(π)Nn−k+1
for k = 1, . . . , n. We put π(k) := 0 for

k > n and π(0) := π. For n1, . . . , nr ≥ 1, πni ∈ Rep∞(Gni) (i = 1, . . . , r), we put

π1×· · ·×πr := (n-Ind
Gn1+···+nr
P π1� · · ·�πr)sm, where P is the standard parabolic

subgroup corresponding to n1 + · · ·+ nr.

Lemma 3.30. Let π1 ∈ Rep∞(Gn1
) and π2 ∈ Rep∞(Gn2

). Then (π1 × π2)(k) has

a filtration whose successive quotients are π
(l)
1 × π

(k−l)
2 with l = 0, . . . , k.

Proof. The geometric lemma implies the lemma, see the proof of [BZ77, 4.5 Lemma].
�

Lemma 3.31. Let π0 ∈ Rep∞(Pn) and k ∈ Z≥0 the maximal integer such that

π
(k)
0 6= 0. Assume that k < n. Then (Φ−)i(π0) = 0 for i ≥ k.

Proof. We prove the lemma by backward induction on i. We have (Φ−)n(π0) = 0.
Assume k ≤ i < n. By the inductive hypothesis we have Φ−((Φ−)i(π0)) = 0 and by

π
(i+1)
0 = 0 we have (Φ−)i(π0)Nn−i = 0. Hence (Φ−)i(π0) = 0 by Lemma 3.27. �

Lemma 3.32. Assume that σ1 6∼= σi ⊗ |Nrd|−dF for i = 2, . . . , n. Then any nonzero

Pn-subrepresentation π0 of (n-IndPnQn−1Nn
σ1 � (σ2 × · · · × σn))sm is generic.

Here, inside the induction, σ2 × · · · × σn is restricted from Gn−1 to Pn−1.

Proof. Set σ′ := σ2 × · · · × σn. Assume that π0 is not generic. Take the maximal

k such that π
(k)
0 6= 0. Since π0 is not generic, we have k < n. Since (Φ−)k(π0) =

0 by Lemma 3.31, π
(k)
0 is a subrepresentation of (n-Ind

Gn−k
Qn−k

σ1 � (σ′)(k))sm by

Lemma 3.29. Note that (σ′)(k) is of finite length by Lemma 3.30. Hence π
(k)
0 is also

of finite length. Take an irreducible subrepresentation ω of π
(k)
0 . By Lemma 3.30,

the cuspidal support of ω is (Zn−k, σ1�σi1 � · · ·�σin−k−1
) for some 2 ≤ i1 < · · · <

in−k−1 ≤ n.

On the other hand, again by Lemma 3.29, π
(k)
0 is also embedded into

(n-Ind
Gn−k
Qn−k

σ1 � r(((Φ
−)(k−1)(σ′))∨)∨)sm ⊗ |det|−dF

∼= (n-Ind
Gn−k
Qn−k

σ1 � (((σ′)∨)(k))∨)sm ⊗ |det|−dF ,

where we use Lemma 3.28. Therefore the cuspidal support of ω is (Zn−k, (σ1 ⊗
|Nrd|−dF )�(σj1⊗|Nrd|−dF )�· · ·�(σjn−k−1

⊗|Nrd|−dF )), where 2 ≤ j1 < · · · < jn−k−1 ≤
n. Hence {σ1, σi1 , . . . , σin−k−1

} = {σ1⊗|Nrd|−dF , σj1⊗|Nrd|−dF , . . . , σjn−k−1
⊗|Nrd|−dF }.

By our assumption, σ1 is not contained in the right-hand side. Hence we have a
contradiction. �

Proof of Therorem 3.26. We prove the theorem by induction on n. For n = 1
there is nothing to prove, so we assume that n ≥ 2. Set σ′ := σ2 × · · · × σn.
We apply the geometric lemma to (n-IndGnQn σ1 � σ′)sm|Pn . We have Qn\Gn/Pn =

Aut({2, . . . , n})\Sn/Aut({1, . . . , n − 1}) = {1, (1 2 · · · n)} and therefore we have
an exact sequence

0→ (nc-IndPnGn−1
σ′�σ1)sm → (n-IndGnQn σ1�σ

′)sm|Pn → (n-IndPnQn−1Nn
σ1�σ

′)sm → 0.

We now prove that any nonzero subrepresentation π0 ⊂ (n-IndGnQn σ1 � σ′)sm|Pn is

generic. Assume that π0 ∩ (nc-IndPnGn−1
σ′�σ1)sm 6= {0}. By replacing π0 with this

intersection, we may assume π0 ⊂ (nc-IndPnGn−1
σ′�σ1)sm. As an Nn-representation,
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we have (nc-IndPnGn−1
σ′ � σ1)sm ∼= C∞c (Nn) ⊗ (σ′ ⊗ σ1). Hence there are no Nn-

invariants. Therefore πNn0 = {0} and this implies (π0)Nn,ηn 6= 0 by Lemma 3.27. We

also have a Pn−1-isomorphism ((nc-IndPnGn−1
σ′�σ1)sm)Nn,ηn

∼= (σ′⊗σ1)⊗|det|d/2F ,

where Pn−1 acts trivially on σ1. Hence by the inductive hypothesis, (π0)Un,θ =
((π0)Nn,ηn)Un−1,θ|Un−1

6= 0. Therefore π0 is generic.

Next assume that π0 ∩ (nc-IndPnGn−1
σ′ � σ1)sm = {0}. In this case we have

π0 ⊂ (n-IndPnQn−1Nn
σ1 ⊗ σ′)sm, and the theorem follows from Lemma 3.32. �

3.5. Unitary case. We now state one of our main results. We need some prepara-
tions for the proof, which will be completed in subsection 3.9. For α ∈ Φ+

red, let L′α
be the (closed) subgroup generated by U ∩Lα and U ∩Lα, where U is the unipotent
radical of the parabolic subgroup opposite to B. It has a concrete description, cf.
[AHHV17, II.4].

For a character ω : G → C× we define e(ω) = eG(ω) ∈ a∗G,R by |ω|C = χe(ω),

where the absolute value |·|C on C is normalized such that |p|C = p−1. (Recall
that the unramified character χν for ν ∈ a∗G,C was defined in §3.1.) In particular,

it follows that e(ω) = [F : Qp]−1ω if ω ∈ X∗(G) ⊂ a∗G,R, as |·|[F :Qp]
C restricts to |·|F

on F ⊂ C.

Theorem 3.33. Assume Assumption 2.14. Let σ be a finite-dimensional absolutely
irreducible continuous representation of L and ωσ the central character of σ.

(i) The action of Z on the coinvariants σU∩L is absolutely irreducible, so it
has a central character ωσU∩L .

(ii) If e(ωσ|AL) is dominant, then (IndGB σ)cts is reducible if and only if, after

perhaps replacing C by a finite extension, L(σ′) ∈ OP̃1 for a parabolic

subgroup P 1 ) P . Here, P̃ 1 := ResF/Qp P 1.

(iii) If e(ωσU∩L |S) is dominant, then (IndGP σ)cts is reducible if and only if there
exists α ∈ ∆ \∆L such that σ|Z∩L′α is trivial.

Recall that σ′ ∈ OL̃ after perhaps replacing C by a finite extension (Lemma 2.49),

where L̃ := ResF/Qp L. Note that e(ωσ|AL) = e(ωσU∩L |AL) is dominant if e(ωσU∩L |S)
is dominant by Lemma 3.2(ii). By [AHHV17, II.7 Proposition] and Lemma 2.4,
σ|Z∩L′α is trivial for some α ∈ ∆ \ ∆L if and only if σ extends to a continuous

representation of a larger Levi subgroup. The condition L(σ′) ∈ OP̃1 in (ii) is made
more explicit in Lemma 2.29.

Remark 3.34. We say that a Banach representation σ of L is unitarizable if it admits
an L-invariant defining norm or equivalently an L-invariant open and bounded
OC-lattice. Suppose now that σ has a central character ωσ (for example, if it
is admissible and absolutely irreducible). Then σ unitarizable implies that ωσ is
unitary, or equivalently e(ωσ|AL) = 0. If L = Z, then the converse is true too. (To
see that if ωσ is unitary then σ is unitarizable, note that Z0S is of finite index in
Z, where Z0 is the unique maximal compact subgroup of Z. By [Eme17, Lemma
6.5.5] there exists a bounded open Z0-invariant lattice Λ in σ, so

∑
z∈Z/Z0S

zΛ

is a bounded open Z-invariant lattice.) If σ is unitarizable then σU∩L is also
unitarizable. Hence the hypotheses on central characters in parts (ii) and (iii) of
Theorem 3.33 hold for any unitarizable σ.

Remark 3.35. Schneider [Sch06, Conjecture 2.5] stated a conjecture concerning the
irreducibility of Banach principal series of a split simply-connected group over a p-
adic field, under an antidominance condition on the inducing character, as discussed
in the introduction. Theorem 3.33 resolves this completely for unitarizable inducing
representations, for an essentially arbitrary connected reductive group.
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Remark 3.36. When G is split, P = B and e(ωσ|S) is strictly dominant, i.e.
〈e(ωσ|S), α∨〉 > 0 for any positive root α, Theorem 3.33 was proved by Ban–
Hundley [BH16] (at least when the derived subgroup is simply connected). Note
that in this case there are no reducibilities, as σ|Z∩L′α trivial implies 〈e(ωσ|S), α∨〉 =
0.

Remark 3.37. We note that irreducible admissible Banach representations of Z do
not have to be finite-dimensional, even though Z is anisotropic modulo its center.
For example, when Z = D× with D a central division algebra, [Paš22] shows the
existence of an irreducible admissible representation of δ-dimension 1 (in particular,
of infinite dimension).

3.6. Rationality: the quasisplit case. To prove Theorem 3.33, we require the
rationality of reducibility points of certain smooth parabolic inductions over C. We
will finish the proof of the necessary property in subsection 3.8. In subsections 3.6–
3.8 all representations are smooth and over C.

Suppose now that G is quasisplit, so that Z is a maximal torus. For ν ∈ a∗Z,C and

α ∈ Φ(G,AZ) we can define 〈ν, α∨〉abs := 〈i(ν), α̃∨〉, where i : a∗Z,C = X∗(Z)⊗C ↪→
X∗(Z × F ) ⊗ C is the natural map and α̃ ∈ X∗(Z × F ) is any absolute root
lifting α. Note that this is well defined because the lifts α̃ form a Gal(F/F )-orbit.
Note that 〈α, α∨〉abs ∈ Q>0. (In fact, if d denotes the number of lifts α̃ of α we
have 〈ν, α∨〉abs = 1

2d 〈ν, α
∨〉 if 2α is a root and 〈ν, α∨〉abs = 1

d 〈ν, α
∨〉 otherwise, cf.

[AHV22, Lemma A.9].)

Lemma 3.38. Suppose that G is quasisplit, P = LN maximal and semistandard, σ
a generic supercuspidal representation of L. If µG(σχν) has a pole at ν = ν0 ∈ a∗L,R,

then ν0 ∈ (aGL,Q)∗ ⊕ a∗G,R. Equivalently, if µG(σδsP ) has a pole at s = s0 ∈ R,

then s0 ∈ Q. More precisely, there exists γ ∈ Φ(G,AZ) occurring in N such that

〈ν, γ∨〉abs ∈ {± 1
2 ,±1}.

Proof. First note that χν extends to an unramified character of G if and only
if ν ∈ a∗G,R, so we may assume ν ∈ (aGL,R)∗. As P is maximal we can write

∆(P ,AL) = {α}, so 2ρP ∈ cα for some c ∈ Z>0, i.e. δP = χcα. Moreover, α is a

basis of (aGL,Q)∗, which explains the equivalence of the two statements. Choose a

Borel subgroup B contained in P . Then there is a unique simple root γ ∈ ∆(B,AZ)

that occurs in N , and [Sha90, Theorem 8.1] implies that 〈ν, γ∨〉abs ∈ {± 1
2 ,±1}. As

〈α, α∨〉abs ∈ Q>0, we deduce the second statement. �

Proposition 3.39. Suppose that G is quasisplit, τ a discrete series representation
of G whose supercuspidal support is generic. Then there exists a standard parabolic
subgroup P = LN , a unitary (generic) supercuspidal representation σ of L and

ν ∈ (aGL,Q)∗ ⊂ a∗L,R such that τ is a quotient of (n-IndGP σχν)sm. More precisely,

ν =
∑
α∈∆(P,AL) cαα, where cα ∈ Q<0 for all α.

Proof. All except the rationality of ν, or equivalently of the cα, follows from [Sil80b,
p. 582] or [Wal03, Proposition III.1.1]. (The parabolic subgroup there may be
conjugated to be standard.) In particular, ν ∈ (aGL,R)∗. By [Sil80b, p. 582] there

exists a linearly independent set of reduced roots α1, . . . , α` ∈ Φred(P ,AL) with

` = |∆(P ,AL)| such that µLαi (σχν′) has a pole at ν′ = ν for 1 ≤ i ≤ `. By

Lemma 3.38 we deduce that the projection of ν under the projection (aGL,R)∗ →
(a
Lαi
L,R )∗ lies in (a

Lαi
L,Q)∗ for all i. It therefore suffices to show that the natural map

(aGL,R)∗ →
⊕`

i=1(a
Lαi
L,R )∗ is an isomorphism, or equivalently injective, or equivalently

that
⋂
i a
∗
Lαi ,R

= a∗G,R.
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By dimension reasons we see that a∗Lαi ,R
is the annihilator of α∨i in a∗L,R. By

Lemma 3.1, the coroots α∨1 , . . . , α
∨
` are linearly independent in aL,R, hence a basis

of aGL,R, so indeed
⋂
i a
∗
Lαi ,R

⊂ a∗G,R. �

Remark 3.40. Continue to suppose the hypotheses in Proposition 3.39. If G is
a subgroup of G′ := (

∏r
i=1 ResEi/F GLni)/H containing (G′)der, for some finite

extensions Ei/F , integers ni ≥ 1 and a central subtorus H of
∏r
i=1 ResEi/F GLni

that is moreover induced, then 〈ν, α∨〉abs ∈ Z for all α ∈ Φ(G,AZ). (First reduce to

G′; then reduce to H = 1; finally check it in the case of ResE/F GLn using [Zel80,
Theorem 9.3].)

Proposition 3.41. Suppose that G is quasisplit, Q = LQNQ a standard parabolic

subgroup, and τ a discrete series representation of LQ whose supercuspidal support
is generic. If µG(τδsQ) has a pole at s = s0 ∈ R, then s0 ∈ Q.

Proof. By Proposition 3.39 we can write τ as quotient of (n-Ind
LQ
P∩LQ σχν)sm for

some standard parabolic P = LN contained in Q, some unitary supercuspidal

representation σ of L, and some ν ∈ (a
LQ
L,Q)∗. Write δQ = χν′ for ν′ = 2ρQ ∈

(aGLQ,Q)∗. Hence (n-Ind
LQ
P∩LQ σχν+sν′)

sm surjects onto τδsQ. By [Sil80a, Theorem 1]

and Proposition 3.4 we have

µG(τδsQ) =
µG(σχν+sν′)

µLQ(σχν+sν′)
=

∏
β∈Φred(P,AL)\Φred(P∩LQ,AL)

µLβ (σχν+sν′).

If µG(τδsQ) has a pole at s = s0 ∈ R, then by Lemma 3.38 we deduce that there

exists β ∈ Φred(P ,AL) \ Φred(P ∩ LQ, AL) such that ν + s0ν
′ ∈ (a

Lβ
L,Q)∗ ⊕ a∗Lβ ,R or

equivalently s0ν
′ ∈ (a

Lβ
L,Q)∗ ⊕ a∗Lβ ,R (by rationality of ν).

We claim that ν′ /∈ a∗Lβ ,R, i.e. 〈ν′, β∨〉L 6= 0, where 〈·, ·〉L denotes the pairing

a∗L,R × aL,R → R. Note that βQ := β|ALQ 6= 1, i.e. βQ ∈ Φ(G,ALQ). (If not, then

ALQ is contained in ker(β) and so ALQ centralizes the unipotent subgroup U (β) ⊂ P
whose Lie algebra consists of positive integer multiples of β, i.e. U (β) ⊂ LQ, which is

a contradiction.) Hence 〈ν′, β∨〉L = 〈ν′, β∨Q〉LQ 6= 0 by Lemma 3.1(i), as ν′ = 2ρQ
in (aGLQ,Q)∗, proving the claim. Therefore, the image of ν′ under the projection

a∗L,Q � (a
Lβ
L,Q)∗ has to be nonzero, and hence s0 ∈ Q. �

Remark 3.42. More precisely, the above proof shows that (in the notation of
the proof) there exists a root γ ∈ Φ(G,AZ) that occurs in NQ such that 〈ν +

2sρQ, γ
∨〉abs ∈ {±1

2 ,±1}. In particular, in case the Levi subgroup LQ satisfies the

assumption of Remark 3.40 we deduce that s〈2ρQ, γ∨〉abs ∈ 1
2Z.

3.7. Rationality: inner forms. In this subsection we prove the rationality of
the reducibility points of (n-IndGP σδ

s
P )sm for some inner forms G, which include all

simply-connected almost simple groups of rank one (cf. subsection 3.8 below). For
hermitian quaternionic groups of maximal Witt rank Muić–Savin [MS00, §2] proved
that the µ-function of a discrete series representation on a Siegel Levi coincides with
the µ-function of its Jacquet–Langlands transfer by using a global argument. This
method was used in some further cases in [Kon03] and [Cho14]. We will prove
a similar result in greater generality, though we do not determine the µ-function
completely. We remind the reader that in this subsection all representations are
smooth and complex.
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Our setting is the following: G is any connected reductive group, P = LN is a
maximal parabolic subgroup such that L is an inner form of a group L′ satisfying

(L̃′)der ⊂ L′ ⊂ L̃′,
where

L̃′ :=

(
r∏
i=1

ResEi/F GLni

)
/H

for some finite extensions Ei/F , integers ni ≥ 1 and a central subtorus H of∏r
i=1 ResEi/F GLni . We moreover assume that H is an induced torus. Then we

prove the following.

Theorem 3.43. Let σ be a discrete series representation of L. If µG(σδsP ) has a
pole at s = s0 ∈ R, then s0 ∈ Q.

We obtain the following corollary from our argument. The inner form L of

L′ gives rise to an inner form L̃ of L̃′ such that L̃der ⊂ L ⊂ L̃, as we now ex-

plain. We have ZL′ = L′ ∩ ZL̃′ and hence a map L′/ZL′ → L̃′/ZL̃′ that induces

H1(F,L′/ZL′) → H1(F, L̃′/ZL̃′). The inner form L of L′ corresponds to an ele-

ment of H1(F,L′/ZL′) and by the above map we get the desired inner form L̃ of

L̃′.

Corollary 3.44. Suppose that σ1, σ2 are discrete series representations of L that

are conjugate under the action of L̃. Then µG(σ1δ
s
P ) = µG(σ2δ

s
P ).

This verifies [Cho14, Working Hypothesis 1.1] (in our more general setting). See
also Remark 3.54.

We use a global method, and we start by giving some notation for real and
global groups. Bold letters will be used for global objects: for example, F will be
a number field and G will be a connected reductive group over F . For each place
v of F , F v denotes the completion of F at v. If v is an infinite place of F , a
representation of G(F v) means a (Lie(G(F v)) ⊗R C,Kv)-module, where Kv is a
fixed maximal compact subgroup of G(F v). If P = LN is a parabolic subgroup

of G and σ a representation of G(F v), let (n-Ind
G(F v)
P (F v) σ)sm be the normalized

parabolic induction in the context of (Lie(G(F v))⊗RC,Kv)-modules. Let A = AF

be the adele ring of F . Let (n-Ind
G(A)
P (A) σ)sm be the normalized parabolic induction

for a cuspidal automorphic representation σ of L(A) (cf. [MW95, II.1]).

Lemma 3.45. There exists a number field F , a place v0 of F , and finite ex-
tensions E/F ,E1/F , . . . ,Er/F such that E/F is Galois, F v0

∼= F , v0 does not
decompose in E, G splits over Ev0 , E ⊃ Ei, and (Ei)v0

∼= Ei. In particular we
have Gal(Ev0/F ) ∼= Gal(E/F ).

Proof. Take a finite Galois extension E/F such that G splits over E and E ⊃ Ei
for each i = 1, . . . , r. Then by [GL18, Lemma 3.1] there exists a Galois extension
E/F of number fields and a place v0 of F such that v0 does not decompose in
E, Ev0

∼= E, F v0
∼= F . The subfield Ei ⊂ E corresponds to a subgroup Hi ⊂

Gal(E/F ) ∼= Gal(E/F ) and let Ei be the subfield of E corresponding to Hi. Then
this gives the desired properties. �

LetG′ be the quasisplit inner form ofG, and fix an inner twist ξ : GF
∼−→ G′

F
over

F . After conjugating by G′(F ) we may assume that the parabolic subgroup ξ(PF )
and its Levi ξ(LF ) are defined over F ([Sol20, Lemma 3]), and we let P ′ = L′N ′ the
parabolic subgroup of G′ obtained in this way, i.e. ξ(PF ) = P ′

F
and ξ(LF ) = L′

F
.

Then ξ induces an inner twist LF
∼−→ L′

F
([Sol20, Lemma 3]) and so L′ is the
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unique quasisplit inner form, consistent with our notation above. In particular, ξ
induces F -isomorphisms ZL

∼= ZL′ and AL
∼= AL′ . We note that G′ splits over

Ev0 , because L′ splits over Ev0 . (Note that (L′)der = (L̃′)der splits over Ev0 and
similarly for the radical Z0

L′ , noting that ZL′ = L′ ∩ ZL̃′ .)
The quasisplit group G′ is classified by the action of Gal(Ev0/F ) on the root

datum of G′. Since Gal(Ev0/F ) ∼= Gal(E/F ), it also determines a quasisplit group
G′ over F . The parabolic subgroup P ′ corresponds to a set of simple roots and
let P ′ = L′N ′ ⊂ G′ be the corresponding parabolic subgroup. Then we have
(G′v0 ,L

′
v0 ,N

′
v0) ∼= (G′, L′, N ′), where G′v0 := G′×F F v0 (and this notation is used

for other groups as well).

Lemma 3.46. There exists an inner form (G,P ,L) of (G′,P ′,L′) such that
(Gv0 ,P v0 ,Lv0) ∼= (G,P , L) and (Gv,P v,Lv) ∼= (G′v,P

′
v,L

′
v) for any infinite place

v.

Proof. This follows like in the proof of [GL18, Lemma 3.2]. Let V∞ be the set of
infinite places. Inner forms of (G′,P ′,L′) are classified by H1(F , I(G′,P ′,L′)),
where I(G′,P ′,L′) is the group of inner automorphisms of the triple (G′,P ′,L′).
Since the normalizer of P ′ in G′ is P ′ and the normalizer of L′ in P ′ is L′, we have
I(G′,P ′,L′) ∼= L′/ZG′ , where ZG′ is the center of G′. Therefore it is sufficient to
prove that the map

(3.6) H1(F ,L′/ZG′)→
∏

v∈V∞∪{v0}

H1(F v,L
′/ZG′)

is surjective. By replacing G′ with G′/ZG′ , we assume that ZG′ is trivial. Hence
it is sufficient to prove that H1(F ,L′)→

∏
v∈V∞∪{v0}H

1(F v,L
′) is surjective.

First we observe that ZL′ is an induced torus. Indeed, let F be an algebraic
closure of F . Since ZG′ is trivial, ZL′ is a torus and the fundamental coweights
form a basis of the cocharacter lattice X∗(T

′ ×F F ), where T ′ ⊂ L′ is a minimal
Levi subgroup (a torus). Then a Galois-stable subset of fundamental coweights is
a basis of X∗(ZL′ ×F F ), i.e. ZL′ is an induced torus. Hence there exist finite
extensions E1, . . . ,Er such that ZL′

∼=
∏
i ResEi/F Gm. Let v′ 6= v0 be a finite

place of F which does not decompose in Ei for i = 1, . . . , r and we regard v′ also as
a place of Ei. Let V (F ) (resp. V (Ei)) be the set of places of F (resp. Ei). Then

H2(F ,ZL′)
⊕

v∈V (F )\{v′}H
2(F v,ZL′)

⊕r
i=1H

2(Ei,Gm)
⊕r

i=1

⊕
v∈V (Ei)\{v′}H

2((Ei)v,Gm).

o o

By the local-global principle for Brauer groups we see as in [PR06, Lemma 3] that
the bottom horizontal map is an isomorphism.

Set V ′ := V (F ) \ {v′}. As ZL′,v is an induced torus, for any v ∈ V (F ),
H1(F v,ZL′) is trivial by Hilbert 90. Hence H1(F v,L

′) → H1(F v,L
′/ZL′) is in-

jective [Ser02, I.5.7 Proposition 42]. We have the commutative diagram of pointed
sets with exact rows:

H1(F ,L′) H1(F ,L′/ZL′) H2(F ,ZL′)

⊕
v∈V ′ H

1(F v,L
′)

⊕
v∈V ′ H

1(F v,L
′/ZL′)

⊕
v∈V ′ H

2(F v,ZL′).
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Since ZL′ is an induced torus, the right vertical map is an isomorphism [PR06,
Lemma 3]. We also have that the middle map is surjective [PR06, Proposition 1].
Therefore the left vertical map is surjective and hence (3.6) is surjective. �

Take G and P = LN as in the lemma. We fix an inner twist ξ : GF
∼−→ G′

F

sending (P F ,LF ) to (P ′
F
,L′

F
) such that ξv0 is equivalent to ξ and ξv is trivial for

all infinite places v. As above, ξ induces an isomorphism AL
∼= AL′ which becomes

the above isomorphism AL
∼= AL′ after base change to F v0 = F .

Recall that we have H ⊂
∏r
i=1 ResEi/F GL1. Such a subtorus is classified

by a Gal(Ev0/F )-stable saturated subgroup of X∗(
∏r
i=1 ResEi/F GL1×FEv0) and

therefore by Lemma 3.45 we have a subtorus H ⊂
∏r
i=1 ResEi/F GL1 such that

Hv0
∼= H. AsH is an induced torus, so isH. We put L̃′ := (

∏r
i=1 ResEi/F GLni)/H.

The subgroups (L̃′)der ⊂ L′′ ⊂ L̃′ are in bijection with subgroups (L̃′)der ⊂ L′′ ⊂ L̃′

upon completion at v0 (since L̃′/(L̃′)der is a torus that splits over E), and any such

L′′ is quasisplit and splits over E. In particular, we get (L̃′)der ⊂ L′ ⊂ L̃′.
Let ZL′ (resp. ZL̃′) be the center of L′ (resp. L̃′). As explained before Corol-

lary 3.44, the inner form L of L′ gives rise to an inner form L̃ of L̃′ such that

L̃der ⊂ L ⊂ L̃. We remark that L̃v0
∼= L̃ and that ZL̃ = ZL̃′ (a torus).

Recall that we have a discrete series representation σ of L ∼= L(F v0). Take an

irreducible discrete representation σ̃ of L̃(F v0) whose restriction to L contains σ.
(See for example [Tad92, §2].)

Recall that A = AF is the adele ring of F .

Lemma 3.47. There exists a unitary character ZL̃′(F )\ZL̃′(A)→ C× whose v0-
component is the central character of σ̃.

Proof. First we remark that the F -rational rank of ZL̃′ is equal to the F -rational
rank of ZL̃′,v0

by Lemma 3.45.

Let ωσ̃ be the central character of σ̃ and V∞ be the set of finite places of F .
For each v ∈ V∞, let Z0

L̃′,v
be the maximal compact subgroup of ZL̃′,v (which

is the unique parahoric subgroup for almost all v). Then K :=
∏
v∈V∞ Z

0
L̃′,v

is

a compact subgroup of ZL̃′(A). Note that ZL̃′(F ) ∩ K is trivial since there is
an infinite place. Hence K ↪→ ZL̃′(F )\ZL̃′(A) is a closed subgroup. Consider
the character of K defined by (kv)v∈V∞ 7→ ωσ̃(kv0) and extend it to a unitary
character ω′ of the locally compact abelian group ZL̃′(F )\ZL̃′(A). Let ω′v0 be the

v0-component of ω′. Then ωσ̃(ω′v0)−1 is a unitary unramified character. Hence

ωσ̃(ω′v0)−1 = χν for some ν ∈
√
−1a∗ZL̃′,v0

,R. Since the F -rational rank of ZL̃′

is equal to the F -rational rank of ZL̃′,v0
, ν can be seen in

√
−1a∗ZL̃′ ,R

, where

a∗ZL̃′ ,R
:= X∗(ZL̃′) ⊗Z R. Then ω : ZL̃′(F )\ZL̃′(A) → C× defined by ω(a) :=

ω′(a)qH(ν(a)) gives the desired character, where H : ZL̃′(F )\ZL̃′(A) → aZL̃′ ,R is
the global Harish-Chandra homomorphism. �

As H is an induced torus, we have

L̃′(F ) ∼=
( r∏
i=1

(ResEi/F GLni)(F )
)
/H(F )

and similarly for L̃′(F v) and L̃′(A). (In the adelic case, this follows for example
from the argument in [Oes84, §III.2.3].) The representation σ̃ is a discrete series
of an inner form of

∏r
i=1(ResEi/F GLni)(F v0). Let σ̃′ be the Jacquet–Langlands

transfer of σ̃ to the quasisplit form. Since the Jacquet–Langlands correspondence

preserves central characters, σ̃′ is a representation of L̃′(F v0).
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Let V0 be a finite set of finite places containing v0 and all (finite) places v such
that Gv is not quasisplit. Let vs /∈ V0 be any finite place.

Lemma 3.48. There exists a unitary cuspidal automorphic representation Π̃′ of

L̃′(A) such that Π̃′v0
∼= σ̃′, Π̃′v is a discrete series for each v ∈ V0, and Π̃′vs is

supercuspidal.

Proof. By Lemma 3.47 there is a unitary character ω : ZL̃′(F )\ZL̃′(A) → C×
whose v0-component is the central character of σ̃′v0 . Then the lemma follows by
applying the trace formula with central character ω. See the argument in the proof
of [Fli87, III.3 Proposition]. �

Let Π̃ be the global Jacquet–Langlands transfer of Π̃′ to L̃(A) [Bad08, Theo-

rem 5.1]. This is again unitary and exists because Π̃′v is a discrete series for each
v ∈ V0. (We use again that the Jacquet–Langlands correspondence preserves cen-

tral characters.) By construction, Π̃v0
∼= σ̃, Π̃v is a discrete series for each v ∈ V0,

Π̃v
∼= Π̃′v for all v /∈ V0, and Π̃ is cuspidal, as it is supercuspidal at vs.

From now on we fix compatible collections of hyperspecial subgroups Kv ⊂
G(F v) and K ′v ⊂ G

′(F v) for all finite places v /∈ V0 (arising from some integral

models ofG andG′). Recall that we have fixed an inner twist ξ : (GF ,P F ,LF )
∼−→

(G′
F
,P ′

F
,L′

F
).

Lemma 3.49. We may increase V0 such that for all finite places v /∈ V0 the iso-
morphism ξv is defined over F v, and moreover ξv(Kv) = K ′v.

Proof. By spreading out and increasing V0 we obtain connected reductive OF ,V0
-

group scheme models of G,P ,L and G′,P ′,L′ (for some finite set of places V0),
which we denote by the same letters. (Here, OF ,V0 denotes the localization of
OF away from V0.) By increasing V0 we may assume that G(OF ,v) = Kv and
G′(OF ,v) = K ′v for finite v /∈ V0. Increasing V0 further, the class of ξ inH1(F ,L′/ZG′)
spreads out to an étale L′/ZG′ -torsor over OF ,V0

, which has to become trivial over
OF ,v for any finite v /∈ V0 by Lang’s theorem and the smoothness of L′/ZG′ .
This proves that ξv is defined over F v. On the other hand, pick a finite exten-
sion E′/F such that ξ descends to E′. We increase V0 such that ξ spreads out
to an isomorphism over OE′,V0

and such that OF ,V0
→ OE′,V0

is étale. Complet-

ing at any finite place v /∈ V0 we obtain an isomorphism (G,P ) ×OF ,V0
OE′,v

∼−→
(G′,P ′)×OF ,V0

OE′,v that arises from an isomorphism over OF ,v by étale descent

(since we already know the cocycle condition holds on the generic fiber). This
completes the proof. �

In particular, for finite places v /∈ V0 we may identify G(F v) with G′(F v) (and
likewise for P , L, N) and Kv with K ′v.

Lemma 3.50. There exists a (unitary) cuspidal automorphic representation Π of

L(A) which is a quotient of Π̃|L(A), a (unitary) cuspidal automorphic representation

Π′ of L′(A) which is a quotient of Π̃′|L′(A), and a finite set V1 of places containing
V0 and the set of infinite places such that

• Πv0
∼= σ;

• for v ∈ V1 \ V0, Πv
∼= Π′v;

• for v /∈ V1, Π̃v
∼= Π̃′v is unramified.

Proof. We fix a maximal compact subgroup K̃v ⊂ L̃(F v) for infinite v (the sub-

group used implicitly in defining automorphic representations on L̃) and a compact

open subgroup K̃v ⊂ L̃(F v) for finite v such that
∏
v-∞ K̃v is compact open in
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L̃(A∞) where A∞ is the finite part of A. Let
̂̃
Π be the cuspidal L2-automorphic

representation of L̃(A) whose subspace of
∏
v K̃v-finite vectors is Π̃. By [LS19,

Theorem 1.1] we have an L2-automorphic subrepresentation Π̂0 of
̂̃
Π|L(A). For each

place v, let
̂̃
Πv (resp. Π̂0,v) be the v-component of

̂̃
Π (resp. Π̂0). Then

̂̃
Πv is the

(unique) unitary completion of Π̃v and Π̂0,v is a subrepresentation of
̂̃
Πv|L(F v).

Likewise we have a compact subgroup
∏
v K̃
′
v ⊂ L̃′(A) and an L2-automorphic

subrepresentation Π̂′ of
̂̃
Π
′
|L′(A).

Let V1 be a finite set of places containing V0 and the set of infinite places such that

for any v /∈ V1, Gv is unramified (in particular isomorphic to G′v) and Π̃v
∼= Π̃′v

is unramified. Let σ̂v0 be the (unique) unitary completion of σ, so in particular

σ̂v0 ⊂
̂̃
Πv0 |L(F v0 ) (it is the closure of σ). Let σ̂v := Π̂′v for v ∈ V1 \ V0, and note

that
̂̃
Πv
∼= ̂̃

Π
′
v for such v. Put V ′1 := (V1 \ V0) ∪ {v0} and for each v ∈ V ′1 define

Xv := {gv ∈ L̃(F v) | Π̂0,v ◦ Ad(gv) ∼= σ̂v}. Note that Π̂0,v and σ̂v are extended

to L(F v)ZL̃(F v), as subrepresentations of
̂̃
Πv|L(F v)ZL̃(F v), and L(F v)ZL̃(F v) ⊂

L̃(F v) is open and of finite index. Hence by Clifford theory, Xv is non-empty

[LS19, Proposition 4.1.3] and also open as it is L(F v)ZL̃(F v)-stable. Since L̃(F ) ⊂∏
v∈V ′1

L̃(F v) is dense, there exists g ∈ L̃(F ) ∩
∏
v∈V ′1

Xv. Then Π̂ := Π̂0 ◦ Ad(g)

is a cuspidal L2-automorphic representation, a subrepresentation of
̂̃
Π|L(A) and

Π̂v
∼= σ̂v for any v ∈ V ′1 . As

̂̃
Π|L(A) is unitary, Π̂ is also a quotient of

̂̃
Π|L(A). Let Π

be the subspace of
∏
v(K̃v ∩L(F v))-finite vectors in Π̂. Then this is an irreducible

automorphic representation of L(A). The surjective map
̂̃
Π|L(A) → Π̂ is non-zero

on Π̃ since Π̃ ⊂ ̂̃
Π is dense and the image is contained in Π. Therefore we get a

non-zero homomorphism Π̃|L(A) → Π, and it is surjective by irreducibility. Likewise

we define Π′ and get a surjection Π̃′|L′(A) � Π′. �

Take Π and V1 as in the lemma. Let V be a finite set of places containing V1

such that for all v /∈ V the subgroup Kv ∩L(F v) of L(F v) is hyperspecial and Πv

and Π′v have nonzero Kv ∩ L(F v)-fixed vectors. (Such a set exists by a spreading
out argument.) Then we have

• Πv0
∼= σ;

• for v ∈ V0, Πv and Π′v are discrete series;
• for v ∈ V1 \ V0, Gv

∼= G′v and Πv
∼= Π′v;

• for v ∈ V \ V1, Gv
∼= G′v and Πv,Π

′
v are quotients of Π̃v|L(F v) and Π̃v is

an unramified L̃(F v)-representation;
• for v /∈ V , Gv

∼= G′v and Πv
∼= Π′v have nonzero Kv ∩L(F v)-fixed vectors.

By above, our inner twist ξ gives us natural identifications between Φ(P ,AL),

Φ(P ′, AL′), Φ(P ,AL), and Φ(P ′,AL′).

Let P = LN be the parabolic subgroup of G opposite to P . For each α ∈
Φ(P ,AL) and each place v, we fix Haar measures onN(F v)∩Lα(F v) andN(F v)∩
Lα(F v) such that

• if v /∈ V1, then N(F v) ∩ Lα(F v) ∩Kv and N(F v) ∩ Lα(F v) ∩Kv have
volume 1;

• for the product measure, (N(F )∩Lα(F ))\(N(A)∩Lα(A)) and (N(F )∩
Lα(F ))\(N(A) ∩Lα(A)) have volume 1.
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We also choose measures on N ′(F v)∩L′α(F v) and N
′
(F v)∩L′α(F v) which satisfy

the analogous conditions. Note that if v /∈ V1 then the measure on N(F v) ∩
Lα(F v) (resp. N(F v) ∩ Lα(F v)) is the same as that on N ′(F v) ∩ L′α(F v) (resp.

N
′
(F v)∩L′α(F v)) under our identification of (G(F v),P (F v),L(F v),N(F v),Kv)

with (G′(F v),P
′(F v),L

′(F v),N
′(F v),K

′
v).

Lemma 3.51. For v ∈ V \ V1, j(Πvδ
s
P (F v)) = j(Π′vδ

s
P ′(F v)) for s ∈ C.

Proof. Let T̃ ⊂ L̃v be a minimal Levi subgroup (a torus). Take a Borel subgroup

Q
L̃v

of L̃v containing T̃ and a character χ̃ of T̃ such that (n-Ind
L̃(F v)
QL̃v

χ̃)sm � Π̃v.

Set T := T̃ ∩Lv and let χ be the restriction of χ̃ to T . Let Q (resp. Q) be the Borel

subgroup of Gv containing Nv (resp. Nv) and such that Q∩Lv = Q∩Lv = Q
L̃v
∩

Lv. Then we have (n-Ind
L(F v)
Q∩L(F v) χ)sm = (n-Ind

L̃(F v)
QL̃v

χ̃)sm|L(F v) � Π̃v|L(F v) � Πv

and a commutative diagram

(n-Ind
G(F v)
Q χδsP (F v))

sm (n-Ind
G(F v)

Q
χδsP (F v))

sm

(n-Ind
G(F v)
P (F v) Πvδ

s
P (F v))

sm (n-Ind
G(F v)

P (F v)
Πvδ

s
P (F v))

sm.

JQ|Q(χδsP (Fv))

JP (Fv)|P (Fv)(Πvδ
s
P (Fv))

There is a rational function c(s) such that JQ|Q(χδsP (F v)) ◦ JQ|Q(χδsP (F v)) = c(s)

and from the above diagram we get c(s) = j(Πvδ
s
P (F v)). The above diagram also

holds when we replace Πv by Π′v. Hence c(s) = j(Π′vδ
s
P ′(F v)) and we get the

lemma. �

Let s ∈ C and for v /∈ V let fv,ur ∈ (n-Ind
G(F v)
P (F v) Πvδ

s
P (F v))

sm (resp. fv,ur ∈
(n-Ind

G(F v)

P (F v)
Πvδ

s
P (F v))

sm) be a Kv-fixed vector. We assume fv,ur(1) = fv,ur(1) 6= 0

and for almost all v, this is the vector in Πv used to define the restricted tensor
product Π =

⊗′
v Πv. Then there exists a rational function cv(s,P ,Πv) such that

JP (F v)|P (F v)(Πvδ
s
P (F v))fv,ur = cv(s,P ,Πv)fv,ur.

for each s ∈ C. An explicit formula of cv(s,P ,Πv) can be found in [Cas80, 3.1 The-
orem]. (Use the diagram in the proof of Lemma 3.51; the product in the cited
theorem is then taken over all roots of Nv.) From the formula, the infinite product
cV (s,P ,Π) =

∏
v/∈V cv(s,P ,Πv) is identified with a ratio of products of certain

partial L-functions that occur in the Langlands–Shahidi method, cf. [Sha88, (2.7)].
For us, it suffices to know that cV (s,P ,Π) converges if Re(s) is sufficiently large
and gives a meromorphic function on C. This holds also for P . (In this case it
converges if −Re(s) is sufficiently large.)

We have a global intertwining operator JP |P (ΠδsP (A)) : (n-Ind
G(A)
P (A) ΠδsP (A))

sm →
(n-Ind

G(A)

P (A)
ΠδsP (A))

sm that converges if Re(s) is sufficiently large. Put

fV :=
⊗
v/∈V

fv,ur ∈
⊗′

v/∈V

(n-Ind
G(F v)
P (F v) Πvδ

s
P (F v))

sm,

f
V

:=
⊗
v/∈V

fv,ur ∈
⊗′

v/∈V

(n-Ind
G(F v)

P (F v)
Πvδ

s
P (F v))

sm.
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Take 0 6= fV :=
⊗

v∈V fv ∈
⊗

v∈V (n-Ind
G(F v)
P (F v) Πvδ

s
P (F v))

sm. Then if Re(s) is

sufficiently large,

JP |P (ΠδsP (A))(f
V ⊗ fV )

=
⊗
v/∈V

JP (F v)|P (F v)(Πvδ
s
P (F v))fv,ur ⊗

⊗
v∈V

JP (F v)|P (F v)(Πvδ
s
P (F v))fv

=
⊗
v/∈V

cv(s,P ,Πv)fv,ur ⊗
⊗
v∈V

JP (F v)|P (F v)(Πvδ
s
P (F v))fv

= cV (s,P ,Π)f
V ⊗

⊗
v∈V

JP (F v)|P (F v)(Πvδ
s
P (F v))fv.

Both sides are meromorphic in s, hence this equality holds as meromorphic func-
tions. The same calculation gives

JP |P (ΠδsP (A))JP |P (ΠδsP (A))(f
V ⊗ fV )

= cV (s,P ,Π)cV (s,P ,Π)fV ⊗
⊗
v∈V

JP (F v)|P (F v)(Πvδ
s
P (F v))JP (F v)|P (F v)(Πvδ

s
P (F v))fv

=

(
cV (s,P ,Π)cV (s,P ,Π)

∏
v∈V

j(Πvδ
s
P (F v))

)
fV ⊗ fV .

On the other hand, the composition of intertwining operators JP |P (ΠδsP (A))JP |P (ΠδsP (A))

is the identity [MW95, Theorem IV.1.10]. Hence we get

cV (s,P ,Π)cV (s,P ,Π)
∏
v∈V

j(Πvδ
s
P (F v)) = 1

and thus ∏
v∈V

µG(F v)(Πvδ
s
P (F v)) ∼ c

V (s,P ,Π)cV (s,P ,Π),

where ∼ denotes equality up to some factor in R×>0 that only depends on (G,L)
(or (G′,L′) below). Notice that if v /∈ V then Gv

∼= G′v and Πv
∼= Π′v. Hence, by

the same argument for Π′, we have∏
v∈V

µG′(F v)(Π′vδ
s
P ′(F v)) ∼ c

V (s,P ,Π)cV (s,P ,Π).

Hence we get ∏
v∈V

µG(F v)(Πvδ
s
P (F v)) ∼

∏
v∈V

µG′(F v)(Π′vδ
s
P ′(F v)).

By Lemma 3.51 and Πv
∼= Π′v for v ∈ V1 \ V0, we have∏

v∈V0

µG(F v)(Πvδ
s
P (F v)) ∼

∏
v∈V0

µG′(F v)(Π′vδ
s
P ′(F v)).

Since G′v is quasisplit and Π′v is a discrete series for v ∈ V0, if the right-hand
side has a pole at s ∈ R, then s ∈ Q by Proposition 3.41. (Note that the super-
cuspidal support of Π′v is generic by Lemma 3.53 below.) On the other hand, if
µG(F v)(Πvδ

s
P (F v)) = 0 for v ∈ V0 \ {v0} and s ∈ R, then s = 0 by Proposition 3.5.

Hence if s is a pole of µG(F v0 )(Πv0δ
s
P (F v0 )) = µG(σδsP ), then s ∈ Q. This concludes

the proof of Theorem 3.43.

Remark 3.52. With more work it might be possible to show that µG(σδsP ) =

µG
′
(σ′δsP ′) for all constituents σ′ of σ̃′, as in [MS00], [Cho14].

Lemma 3.53. Any supercuspidal representation of any Levi subgroup of L′ is
generic.
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Proof. Suppose that τ is a supercuspidal representation of a Levi subgroup L′′ of L′.

Then L′′ = L̃′′∩L′ for some Levi subgroup L̃′′ of L̃′ and τ occurs in the restriction of

a supercuspidal representation τ̃ of L̃′′ [Tad92, §2]. In this way we may assume that

L′ = L̃′ (perhaps by varying the nondegenerate character). By a similar (but easier)

argument we consider the surjective homomorphism
∏r
i=1 ResEi/F GLni � L̃′ to

reduce to the case when H = 1. Finally the claim for the group
∏r
i=1 ResEi/F GLni

follows from [BZ77, 4.4 Theorem]. �

Proof of Corollary 3.44. As the discrete series σ1, σ2 are L̃-conjugate, there exists

a discrete series σ̃ of L̃ such that σ1, σ2 are irreducible constituents of σ̃|L. We then

keep the setup and notation of the proof of Theorem 3.43 above. In particular, Π̃ is

a cuspidal automorphic representation of L̃ such that Π̃v0
∼= σ̃. Then by the proof

of Lemma 3.50 we have a cuspidal automorphic representation Π1 of L(A) which is

a quotient of Π̃|L(A) such that Π1,v0
∼= σ1. Hence again by the proof of Lemma 3.50

there exists a cuspidal automorphic representation Π2 of L(A) which is a quotient

of Π̃|L(A) such that

• Π2,v0
∼= σ2;

• Π1,v
∼= Π2,v for any v ∈ V1 \ {v0};

• for v ∈ V \V1, Π1,v and Π2,v are quotients of Π̃v|L(F v) and Π̃v is unramified;

• for v /∈ V , Gv
∼= G′v and Πv

∼= Π′v have nonzero Kv ∩L(F v)-fixed vectors.

Then the argument above gives µG(σ1δ
s
P ) = µG(σ2δ

s
P ). �

Remark 3.54. We can extend Corollary 3.44, showing that JP |Q(σiδ
s
P )◦JQ|P (σiδ

s
P )

is independent of i ∈ {1, 2}, where Q is an arbitrary parabolic subgroup with Levi

subgroup L, not just Q = P , as in the statement of [Cho14, Working Hypothesis
1.1]. (The above argument still works because of the natural identifications be-
tween Φ(P ,AL), Φ(P ′, AL′), Φ(P ,AL), and Φ(P ′,AL′). Alternatively, we can use

formulas (12) and (14) in [Wal03, IV.1] to reduce to the case where P is a maximal
parabolic and Q its opposite.)

3.8. Rationality: rank one groups. Suppose that G is simply connected and
almost simple of rank one over F . We first recall the classification of such groups,
cf. [Tit66, Table II] or [BT84, §4]. First, G ∼= ResE/F G

′ for some finite extension

E/F and absolutely almost simple group G′ of rank one, so we may assume that G
is absolutely almost simple. Let D denote the nonsplit quaternion algebra over F ,
considered with its canonical involution (fixing precisely F ). All (skew-)hermitian
forms we consider are non-degenerate.

Proposition 3.55 (Tits). If G is simply connected and absolutely almost simple
of rank one over F , then G is isomorphic to one of the following:

(i) SL2(D′), where D′ is a finite-dimensional central division algebra of di-
mension d2 over F ;

(ii) SU(h), where E/F is a quadratic extension, h is a hermitian form over
E of rank 3 or 4 and Witt index 1 (the groups are quasisplit SU3 and
non-quasisplit SU4, respectively);

(iii) SU(h), where h is a hermitian form over D of rank 1 or 2 and Witt index
1 (the groups are inner forms of Sp4 and Sp6, respectively);

(iv) S̃U(h), where h is a skew-hermitian form over D of rank 4 or 5 and Witt
index 1 (the groups are an inner form of quasisplit Spin8 defined by a
quadratic extension E/F and an inner form of split Spin10, respectively).

Here, S̃U(h) denotes the simply-connected cover of SU(h) (in case the Dynkin
diagram has type D).
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(i)

• · · · • • • · · · •
d− 1 d− 1 1A

(d)
2d−1,1

(ii3)

•

•
2A

(1)
2,1

(ii4)

•

•
• 2A

(1)
3,1

(iii1) •• C
(2)
2,1

(iii2) ••• C
(2)
3,1

(iv4) • •
•

•

2D
(2)
4,1

(iv5) • • •
•

•

1D
(2)
5,1

Figure 1. Tits indices for the groups in Proposition 3.55, with
the case number on the left and the Tits label on the right.

We will write case (iir), (iiir), (ivr) with r ∈ {1, 2, 3, 4, 5} to refer to the subcase
of Proposition 3.55, where the (skew-)hermitian form h has rank r. See Figure 1
for the Tits index in each case. Note that case (ii4) can alternatively be described

by S̃U(h) with h skew-hermitian form over D of rank 2 and Witt index 1, and case
(iii1) can alternatively be described by Spin(h) with h a quadratic form over F of
rank 5 and Witt index 1. Note also that the isomorphism class of G is determined
by the isomorphism class of {D′, (D′)op} in case (i), by E/F and r in case (iir), by
r in case (iiir), by E/F in case (iv4), and is unique in case (iv5).

Let G′ denote the quasisplit inner form of G. Let L′ be the Levi subgroup of G′

that corresponds to the minimal Levi Z of G.

Proposition 3.56. Keep the above notation. According to the cases of Proposi-
tion 3.55 we have:

(i) We have SLd×SLd ⊂ L′ ⊂ GLd×GLd.
(ii3) We have L′ ∼= ResE/F GL1.

(ii4) We have SL2 ⊂ L′ ⊂ ResE/F GL1×U2.

(iii1) We have L′ ∼= GL2.
(iii2) We have L′ ∼= GL2× SL2.
(iv4) We have SL2×ResE/F SL2 ⊂ L′ ⊂ GL2×ResE/F GL2.

(iv5) We have SL2×SL4 ⊂ L′ ⊂ GL1×GL2×GL4.

Here, U2 denotes the quasisplit unitary group defined by any (skew-)hermitian
form of rank 2 over E.

Proof. This is clear in all but the last two cases.
Case (iv5): we consider the split group GSpin10 whose derived subgroup is

G′ and show that the corresponding Levi is contained between SL2×SL4 and
GL1×GL2×GL4, which implies the claim by intersecting with the derived sub-
group. The Levi subgroup in question is GL2×GSpin6 [Asg02, Theorem 2.7] and
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GSpin6
∼= {(g1, g2) ∈ GL1×GL4 : g2

1 = det(g2)} by [AC17, Proposition 2.1], so we
are done.

Case (iv4): as in the previous case we consider instead the quasisplit group
GSpin∗8 defined by the quadratic extension E/F . (We note that the group of au-
tomorphisms of the root datum of GSpin2n is Z/2 × Z/2, unlike some claims in
the literature, but we use the unique non-trivial automorphism that is trivial on
the center.) Explicitly, it interchanges e0 with e0 + en, en with −en, and fixes
e1, . . . , en−1 (in the description of [Asg02, Proposition 2.4]). It follows immedi-
ately from the description of the root datum that the Levi subgroup in question is
GL2×GSpin∗4. We conclude by Lemma 3.58 below. �

Lemma 3.57. We have

U2
∼=
(

GL2×ResE/F GL1

GL1

)N=1

,

where GL1 is embedded antidiagonally and N is the product of the determinant on
GL2 and the norm map ResE/F GL1 → GL1.

Proof. It suffices to show that

(3.7) GU2
∼=

GL2×ResE/F GL1

GL1

such that the multiplier on the left corresponds to N on the right. It is convenient to
work with the skew-hermitian form defined by the matrix J := ( 1

−1 ). Then over E
the group GU2 becomes identified with GL2×GL1, with the nontrivial element τ ∈
Gal(E/F ) acting by the automorphism (g, λ) 7→ (λ · J−1 · tg−1 · J, λ). Similarly the
right-hand side of (3.7) becomes identified with GL2×GL1×GL1

GL1
with GL1 embedded

via x 7→ (x−1, x, x) and τ acting by (g, x, y) 7→ (g, y, x). It is then easily verified

that the maps (g, λ) 7→ (g, 1, λ(det g)−1) and (g, x, y) 7→ (gx, (det g)xy) are inverse
isomorphisms that commute with the action of τ . �

Lemma 3.58. The quasisplit group GSpin∗4 defined by the quadratic extension E/F
is isomorphic to {g ∈ ResE/F GL2 : det(g) ∈ GL1 ⊂ ResE/F GL1}.

Proof. We consider a variant of the argument in [AC17, Proposition 2.1]. We
work over an algebraic closure of F that contains E and identify GSpin4 with
H := {(g1, g2) ∈ GL2

2 : det(g1) = det(g2)} by identifying the root data as follows.
Consider the maximal torus T := {t = (( a b ), ( c d )) ∈ GL2

2 : ab = cd} of H and
define the basis ei ∈ X∗(T ) (0 ≤ i ≤ 2) by e0(t) := d, e1(t) := ad−1 = cb−1,
e2(t) := bd−1 = ca−1. It is straightforward to verify that this identifies the root
datum of (H,T ) with that of GSpin4 as given in [Asg02, Proposition 2.4] and that
it identifies the action of Gal(E/F ) on the former root datum (interchanging (a, b)
with (c, d)) with the action on the latter (exchanging e0 with e0 + e2, e2 with −e2

and fixing e1). This completes the proof. �

Corollary 3.59. Suppose that the adjoint group Gad is almost simple of rank one
over F . Let σ be a unitary supercuspidal smooth representation of Z over C. If
µG(σδsB) has a pole at s = s0 ∈ R, then s0 ∈ Q.

Proof. Let Gsc be the simply-connected cover of Gder. By Proposition 3.6 (and re-
placing σ by an irreducible constituent of σ|Gsc) we may assume thatG is semisimple
and simply connected. As mentioned above, by replacing F by a finite extension we
may assume that G is moreover absolutely almost simple. Then the result follows
by combining Theorem 3.43 with Propositions 3.55 and 3.56. �
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Remark 3.60. This result was previously known in case (i) by [Tad90] (cf. §3.4), in
case (ii3) by [Key84, §7], in case (ii4) by [Kon03, §3.1], and in case (iii1) by [MS00,
§3]. As far as we know, it is new in cases (iii2), (iv4), and (iv5).

Remark 3.61. Suppose that Gad is almost simple of rank one over F . In the setting
of Corollary 3.59 we can moreover bound the denominator of s0, and hence narrow
down the set of possible s0 to an explicit finite set by Proposition 3.5(ii), as follows:

• in case (iii2) and (iv4), s0 ∈ 1
20Z;

• in case (iv5), s0 ∈ 1
28Z.

(We recall that s0 ∈ {± 1
2e | e | d} in case (i) [Tad90], s0 ∈ 1

4Z in case (ii3) [Key84],

s0 ∈ 1
6Z in case (ii4) [Kon03], and s0 ∈ {0,± 1

6 ,±
1
2} in case (iii1) [MS00].) To see

this, we may again reduce to the case where G is simply connected and absolutely
almost simple. By the proof of Theorem 3.43 it suffices to consider the quasisplit
inner form G′ with parabolic subgroup P ′ = L′N ′, where L′ is described in Propo-
sition 3.56. By Remark 3.42 it suffices to show that 〈2ρP ′ , γ∨〉abs is an integer
dividing 10 (resp. 14) for γ a root of AZ′ in N ′. This is an explicit computation.

(In fact, with more work we can show that s0 ∈ 1
10Z in cases (iii2) and (iv4) and

s0 ∈ 1
14Z in case (iv5) using Remark 3.40.)

3.9. Proof of Theorem 3.33. Now we prove Theorem 3.33. We always assume
Assumption 2.14 in this subsection.

Suppose G is an arbitrary connected reductive group, B = ZU a choice of
minimal parabolic subgroup, S the maximal split subtorus of Z. We first reduce to
the case where F = Qp, so we can apply the results of section 2.8.

Lemma 3.62. Theorem 3.33 holds over arbitrary F if and only if it holds over
F = Qp.

Proof. It suffices to show that Theorem 3.33 holds for (G,B, σ) if and only if it holds
for (ResG,ResB, σ), where Res := ResF/Qp denotes Weil restriction of scalars.
First note that ResB is a minimal parabolic subgroup of ResG with Levi subgroup
ResZ. (This can be verified by extending scalars to an algebraic closure.) The
split torus S is obtained by base change from a unique split torus S0 over Qp,
hence the adjunction gives a homomorphism S0 → ResG, which identifies S0 with
a maximal split torus of ResG (see, e.g. [HR20, §4.2]) that is moreover contained in
the minimal Levi subgroup ResZ. Noting that Lie(ResG) equals LieG considered
as Lie algebra over Qp, we see that Φ(G,S) is identified with Φ(ResG,S0) via the
map sending µ : S → Gm to the restriction of Resµ to S0 (noting that Resµ
factors through the maximal split torus Gm ↪→ ResGm); equivalently, roots are
identified in X∗(S0) ∼= X∗(S) (under extension of scalars). The same is true for
positive and simple roots. By comparing roots, we see that we have an equality of
Levi subgroups ResLα = LResα|S0

for any α ∈ Φ(G,S). Therefore, the condition

that σ|Z∩L′α is trivial for some simple root σ is the same for both G and ResG.
On the other hand, using that the coroot α∨ is uniquely determined by having
image in Lder

α and satisfying 〈α, α∨〉 = 2, we deduce that coroots are identified in
X∗(S0) ∼= X∗(S). We claim that e(χ|S) = [F : Qp]e(χ) in X∗(S)R ∼= X∗(S0)R for
any χ : S → C× (and likewise for characters of AL). It suffices to check this when

|χ|C = |ν|F for some ν ∈ X∗(S), in which case it follows from |·|F = |·|[F :Qp]
Qp on

Q×p . Therefore, e(χ|S) is dominant if and only if e(χ|S0
) is dominant. �

From now on we assume that F = Qp.
Let ρ := 1

2

∑
α∈Φ+

red
nαα ∈ X∗(S), where nα := dimU(α) + dimU(2α) ∈ Z>0.

Note that nα only depends on the Weyl group orbit of α.
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Lemma 3.63. For any α ∈ Φ+
red we have 〈ρ, α∨〉 ≥ nα with equality if and only if

α is simple.

Proof. If α is simple, then sα(Φ+
red) = (Φ+

red \ {α}) ∪ {−α} and the proof follows
from

−〈ρ, α∨〉 = 〈ρ, sα(α∨)〉 = 〈sα(ρ), α∨〉 =
1

2

∑
β∈sα(Φ+

red)

nβ〈β, α∨〉 = 〈ρ, α∨〉 − 2nα.

For general α, we will work in the reduced root system Φred, so we can write
α∨ =

∑r
i=1 α

∨
i with αi simple and therefore 〈ρ, α∨〉 =

∑r
i=1 nαi by the previous

paragraph. To show 〈ρ, α∨〉 ≥ nα it thus suffices to show that at least one αi is in
the same Weyl group orbit as α, as this implies that nαi = nα. Note also that once
we have shown this, equality can only hold if r = 1, i.e. α simple.

By dualizing it suffices to show the following. Suppose that Φ is a reduced root
system. Then for any α ∈ Φ+ with α =

∑
γ∈∆ cγγ there is a γ ∈ ∆ with cγ > 0

and γ is in the same Weyl group orbit as α. Let I := {γ ∈ ∆ : cγ 6= 0} and let
ΦI := ZI ∩ Φ denote the sub-root system generated by I. Since α ∈ ΦI lies in the
Weyl group orbit of a simple root γ of Φ+

I (i.e. γ ∈ I), we are done. �

Recall that T ′ denotes a maximal split torus of (the split group) GC containing

SC and recall that Φ̃ denotes the roots of (GC , T
′). Let ∆̃ ⊂ Φ̃ denote a choice of

simple roots so that ∆ ⊂ ∆̃|S ⊂ ∆ ∪ {0}. Let ∆̃0 := {γ̃ ∈ ∆̃ : γ̃|S = 1}. For α ∈ ∆

let O(α) := {γ̃ ∈ ∆̃ : γ̃|S = α}.

Lemma 3.64. Suppose α ∈ ∆ and write α∨ =
∑
γ̃∈∆̃ cγ̃ γ̃

∨ with cγ̃ ∈ Z. Then

cγ̃ ≥ 0 and cγ̃ 6= 0 if and only if γ̃ lies in the smallest union of connected components

of ∆̃0 t O(α) that contain O(α).

Note that α∨ can be expressed in the above form because we can pass to the

simply-connected cover of the derived subgroup ofG (in which case X∗(T
′) = Z∆̃∨).

Proof. By passing to the Levi subgroup Lα we may assume that G has semisimple

rank 1 (i.e. ∆̃ = ∆̃0 t O(α)). By comparing with the simply-connected cover
of the derived subgroup we may assume that G is simply connected. Factoring
G = Gis ×Gan with Gis almost simple and isotropic and Gan anisotropic, we may

assume that G is almost simple, and we need to show that cγ̃ 6= 0 for all γ̃ ∈ ∆̃.
Note that the cγ̃ are determined by the formulas

〈β̃, α∨〉 =
∑
γ̃∈∆̃

cγ̃〈β̃, γ̃∨〉 =

{
2 if β̃ ∈ O(α),

0 otherwise.

In other words, α∨ = 2
∑
β̃∈O(α)$

∨
β̃

, where $∨
β̃

denotes the fundamental coweight

corresponding to β̃.
Dually, it suffices to show that if we express a fundamental weight$β̃ =

∑
γ̃∈∆̃ dγ̃ γ̃

in terms of simple roots, then dγ̃ ≥ 0 for all γ̃ and dγ̃ > 0 if γ̃ lies in the connected

component of ∆̃ that contains β̃. The first claim is true since fundamental weights
form acute or right angles with each other. If the second claim is false, we can

pick (adjacent) γ̃1, γ̃2 ∈ ∆̃ such that dγ̃1 = 0, dγ̃2 > 0 and 〈γ̃2, γ̃
∨
1 〉 < 0. Then

〈$β̃ , γ̃
∨
1 〉 =

∑
γ̃∈∆̃ dγ̃〈γ̃, γ̃∨1 〉 < 0, contradiction. �

Recall that L′α is the group generated by U ∩ Lα and U ∩ Lα.

Lemma 3.65. Suppose that V is an irreducible algebraic representation of G over
C, so that V U is an irreducible algebraic representation of Z. Let ωV U : S → C×
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denote the central character of V U and let P = LN be a standard parabolic subgroup.
Then the following are equivalent:

(i) V N is trivial on L′;
(ii) V U is trivial on Z ∩ L′;
(iii) ωV U ◦ α∨ = 1 for all α ∈ ∆L.

Here, ∆L denotes the simple roots of L.

Proof. It is clear that (i)⇒(ii)⇒(iii). To show (iii)⇒(i), by taking (G,V ) to be
(L, V N ), we may assume that L = G. As in [AHHV17, II.4] let Gsc denote the
simply-connected cover of the derived subgroup of G, which is a direct product
of almost simple groups, precisely one of which is isotropic (of rank 1). Let Gis

denote the unique isotropic almost simple factor of Gsc. Then G′ is the image of
Gis = (Gis)′ under the natural morphism ι : Gis → G (by Kneser–Tits, cf. [AHHV17,

II.4]). As ι is an isomorphism U is → U and ι−1(Z) = Z is is a minimal Levi
subgroup, we reduce to the case where G is a product of isotropic simply-connected
groups.

Let µ ∈ X∗(T ′) denote the highest weight of V (or V U ), so that ωV U is given by

µ|S . In particular, 〈µ, γ̃∨〉 ≥ 0 for all γ̃ ∈ ∆̃. By our assumption on G no connected

component of ∆̃ is contained in ∆̃0, so for each γ̃ ∈ ∆̃0 there exists α̃ ∈ ∆̃\∆̃0 such

that γ̃, α̃ lie in the same connected component of ∆̃0 tO(α̃|S). By Lemma 3.64 we

deduce that ωV U ◦ α∨ = 1 for all α ∈ ∆ if and only if 〈µ, γ̃∨〉 = 0 for all γ̃ ∈ ∆̃ if
and only if µ = 0 if and only if V is trivial on G = G′. �

Remark 3.66. Note that in the setting of Lemma 3.65 we have ωV U ◦ α∨ = (·)mα
for some mα ∈ Z≥0 for any α ∈ ∆.

Proof of Theorem 3.33. We first prove that the conditions in (ii) and (iii) are nec-
essary. Assume that L(σ′) ∈ OP1 for a parabolic subgroup P 1 ) P with Levi sub-
group L1 ⊃ Z. Then σ1 := LL1

(σ′)′ is finite-dimensional by Corollary 2.12 and we

have (σ1)N∩L1
∼= σ. By Frobenius reciprocity we have σ1 ↪→ (IndL1

P∩L1
σ)cts, which

is closed as σ1 is finite-dimensional. Then by applying the functor (IndGP1
·)cts, we

get (IndGP1
σ1)cts ↪→ (IndGP σ)cts, so (IndGP σ)cts is reducible. The proof of the “if”

part of (iii) is similar (see the introduction).
In the remaining proof we may freely replace C by a finite extension because

this preserves the reducibility, and we will do so without further comment.
Recall that we may assume that F = Qp. Recall that we have defined e(χ) =

eS(χ) ∈ a∗Z,R for a character χ : S → C×, and also that if χ ∈ X∗(S) is algebraic,

thought of as χ : S → Q×p ⊂ C×, then e(χ) = χ. It follows that e(|χ|Qp) = −χ for
χ ∈ X∗(S). In this proof we write e(·) for e(·|S).

We may assume that Gder is simply connected, by taking a z-extension. By
Lemma 2.51 we can write σ ∼= σ0 ⊗ τ with σ0 ∈ OL and τ a smooth representation
of L such that L(σ′0) ∈ OP is equimaximal. Let Q = LQNQ denote the maximal

parabolic subgroup for L(σ′0). By Corollary 2.54 we deduce that (Ind
LQ
P∩LQ τ)sm is

reducible. We may relabel LQ as G and assume without loss of generality that Q =
G. In particular, by Lemma 2.22 L(σ′0) ∈ OG is algebraic up to twist by a locally
analytic character ψ : G→ C×. Twisting σ by ψ and using Lemma 2.4, without loss
of generality, L(σ′0) ∈ OG is algebraic. Then (σ′0)U∩L ∼= L(σ′0)U is an irreducible
algebraic representation of Z. Let ω0 : S → C× denote its central character, which
is algebraic (factoring through Q×p ⊂ C×) and dominant by Remark 3.66. So if we
write ω0 = −λ ∈ X∗(S), then 〈λ, α∨〉 ≤ 0 for all α ∈ ∆.

Note that τ is trivial on L′ by Lemma 2.4. Let ξ := τ |Z , which is absolutely
irreducible as ZL′ = L.
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Taking coinvariants, we see that σU∩L ∼= (σ0)U∩L ⊗ ξ. As (σ0)U∩L is zC-simple
and ξ is absolutely irreducible smooth Z-module, we see that σU∩L is absolutely
irreducible by Proposition 2.24. Let ωξ, ωσU∩L : S → C× denote the central char-
acters of ξ, ωU∩L, respectively. By applying e(·) to central characters we obtain
that

(3.8) λ+ e(ωξ) = e(ωσU∩L).

For β ∈ ∆L we have 〈e(ωξ), β∨〉 = eGm
(ωξ ◦ β∨) = 0 (as ξ is trivial on Z ∩ L′).

We claim that e(ωσU∩L) − λ is dominant. Assume that e(ωσ|AL) is dominant
(which is implied by e(ωσU∩L) being dominant, as remarked above). For α ∈ ∆L,
as 〈e(ωξ), α∨〉 = 0, we have 〈e(ωσU∩L) − λ, α∨〉 = 0. On the other hand, let
α ∈ ∆ \ ∆L and take a ∈ aL,R, b ∈ aLZ,R = R∆∨L such that α∨ = a + b. By

Lemma 3.2(i), we have b ∈ R≤0∆∨L. Therefore 〈λ, a〉 = 〈λ, α∨ − b〉 ≤ 0 since
λ is antidominant. Since 〈e(ωσU∩L) − λ, b〉 = 〈e(ωξ), b〉 = 0 and 〈e(ωσU∩L), a〉 =
〈e(ωσ|AL), a〉 = 〈e(ωσ|AL), α∨〉 ≥ 0, we have 〈e(ωσU∩L) − λ, α∨〉 = 〈e(ωσU∩L), a〉 −
〈λ, a〉 ≥ 0. Therefore e(ωσU∩L)− λ is dominant.

We embed (IndGP τ)sm as subrepresentation of (IndGB ξ)
sm = (n-IndGB ξδ

−1/2
B )sm.

We can write δB(x) = |(2ρ)(x)|Qp for x ∈ S and so δB∩Lα(x) = |α(x)|nαQp for

α ∈ Φ+
red. (Here ρ ∈ X∗(S) and nα ∈ Z>0 are as in Lemma 3.63.)

Then

(3.9) e(ωξδ
−1/2
B ) = (e(ωσU∩L)− λ) + ρ,

as e(δB) = −2ρ.

If w ∈ NG(Z) satisfies ξδ
−1/2
B

∼= w(ξδ
−1/2
B ), then by (3.9) we deduce that

(e(ωσU∩L) − λ) + ρ is fixed by w (here we regard w as an element of the Weyl
group), which implies w ∈ Z, as e(ωσU∩L) − λ is dominant and ρ is strictly dom-

inant. Hence ξδ
−1/2
B is G-regular, so µG has a pole at ξδ

−1/2
B by Proposition 3.8,

and therefore µLα has a pole at ξδ
−1/2
B for some α ∈ Φ+

red by the product formula
(Proposition 3.4).

We will now work over C ∼= C (fixing a field isomorphism arbitrarily) and extend

the absolute value |·|C uniquely to C. Write ξδ
−1/2
B

∼= ξuχ with ξu unitary over C
and χ a positive real unramified character of Z. We can write χ = δsB∩Lαη with

s ∈ R and η a positive real unramified character of Lα (as a∗Z,R = a∗Lα,R⊕(aLαZ,R)∗ and

α spans (aLαZ,R)∗). By Proposition 3.5 we have ξu ∼= sα(ξu) where sα ∈ NLα(Z)/Z

is the non-trivial element. Thus (ωξu ◦α∨)2 = 1, where ωξu : S → C× is the central
character of ξu. In particular, 〈e(ωξu), α∨〉 = eGm

(ωξu ◦α∨) = 0. By Proposition 3.5
we know that −1/2 ≤ s ≤ 1/2. By Corollary 3.59 (applied to Lα) we know that
s ∈ Q, so δsB∩Lα(x) = |α(x)|snαQp (taking values in pQ ⊂ R×>0). Hence e(δsB∩Lα) =

−snαα. By applying e(·) to the central character of ξδ
−1/2
B

∼= ξuχ = ξuδ
s
B∩Lαη,

pairing with −α∨, and using (3.9) we deduce

〈λ− ρ− e(ωσU∩L), α∨〉 = 2snα.

As e(ωσU∩L)− λ is dominant, and by Lemma 3.63 we get

0 ≥ −〈e(ωσU∩L)− λ, α∨〉 = 〈ρ, α∨〉+ 2snα ≥ nα(2s+ 1).

Since s ≥ −1/2, we get 〈e(ωσU∩L) − λ, α∨〉 = 0, 〈ρ, α∨〉 = nα and s = −1/2. By
Lemmas 3.63 and Proposition 3.7 we deduce that α is simple and ξu is trivial on
Z∩L′α. Since δB = δB∩Lα(δPα |Z) we get that ξ ∼= ξuη(δPα |Z)1/2 is trivial on Z∩L′α.

Case 1: α /∈ ∆L. Let L1 be the smallest Levi subgroup containing L and Lα, and
let L1N1 be the standard parabolic subgroup with Levi subgroup L1. Then since
ξ = τ |Z is trivial on Z∩L′α, τ has an extension τ1 to L1 [AHHV17, II.7 Proposition]
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with N ∩ L1 acting trivially. Then L(σ′) ∼= L(σ′0)⊗ τ ′ in OP by Lemma 2.13. By
Lemma 2.8 and as L(σ′0) ∈ OG we have L(σ′) ∼= L(σ′0)⊗ τ ′1 lies in OP1 .

Assume moreover e(ωσU∩L) is dominant. Since λ is antidominant, 〈e(ωσU∩L) −
λ, α∨〉 = 0 implies 〈e(ωσU∩L), α∨〉 = 〈λ, α∨〉 = 0. By pairing (3.8) with β∨ ∈ ∆∨L
and using 〈e(ωξ), β∨〉 = 0, that λ is antidominant and e(ωσU∩L) is dominant we
obtain that 〈λ, β∨〉 = 0 for all β ∈ ∆L, and also 〈λ, α∨〉 = 0 by above. This implies
that L(σ′0)N1 is trivial on L′1 by Lemma 3.65. Hence σ′0

∼= L(σ′0)N (an L-stable
subspace of L(σ′0)N1) is trivial on L∩L′1. As moreover τ |Z = ξ is trivial on Z ∩L′α
we deduce that σ = σ0 ⊗ τ is trivial on Z ∩ L′α, as desired.

Case 2: µLβ has a pole at ξδ
−1/2
B only if β ∈ ∆L. From the embedding

(n-IndGP τδ
−1/2
P )sm ↪→ (IndGB ξδ

−1/2
B )sm we obtain (as in the proof of Lemma 3.51)

that JP |P (τδ
−1/2
P )JP |P (τδ

−1/2
P ) = JB|B′(ξδ

−1/2
B )JB′|B(ξδ

−1/2
B ), where B′ is the

Borel subgroup of G such that B′ ⊃ N and B′ ∩ L = B ∩ L. By [Wal03, IV.3(4)]

we get JB|B′(ξδ
−1/2
B )JB′|B(ξδ

−1/2
B ) equals

∏
β µ

Lβ (ξδ
−1/2
B )−1 (up to nonzero con-

stant), where the product runs through Φred(B,AZ) \ Φred(B ∩ L,AZ), which

has no zeros by assumption. By [Wal03, IV.1(13)] and the Weyl group regular-

ity of ωξδ
−1/2
B established above we deduce that JB|B′ and JB′|B are regular at

ξδ
−1/2
B . Therefore, JP |P , JP |P are regular at τδ

−1/2
P and induce an isomorphism

(n-IndGP τδ
−1/2
P )sm ∼= (n-IndG

P
τδ
−1/2
P )sm. Analogously to Remark 3.23 we deduce

that (n-IndGP τδ
−1/2
P )sm is irreducible. (The Jacquet module of (IndGB ξδ

−1/2
B )sm

for B is multiplicity-free, as ξδ
−1/2
B is G-regular. Hence the Jacquet module of

(n-IndGP τδ
−1/2
P )sm for P is multiplicity-free. It follows that (n-IndGP τδ

−1/2
P )sm has

an irreducible socle that is also its irreducible cosocle by the given isomorphism.) �

Remark 3.67. We know that, by Remark 3.61, there exists an explicit kα ∈ 2Z>0

such that (n-IndLαB∩Lα ξuδ
s
B∩Lα)sm reducible for s ∈ R implies that s ∈ 1

kα
Z, where

we use the notation of the proof. Therefore we can strengthen Theorem 3.33: in
part (ii) (resp. (iii)) it suffices to assume that 〈e(ωσ|AL), α∨〉 > −2nα/kα for any
α ∈ ∆ \∆L (resp. 〈e(ωσU∩L |S), α∨〉 > −2nα/kα for any α ∈ ∆). (Either of these
assumptions implies that 〈e(ωσU∩L |S)−λ, α∨〉 > −2nα/kα for any α ∈ ∆ and hence
that e(ωσU∩L |S)−λ+ρ is strictly dominant in the proof. Here we assumed F = Qp
for the argument, but we remark that the condition 〈e(ωσ|AL), α∨〉 > −2nα/kα is
equivalent for G and ResF/Qp G.)

3.10. Groups of semisimple rank one. In this subsection we establish a more
precise irreducibility result when G is semisimple of rank 1. Without loss of gener-
ality (replacing G by ResF/Qp G) we may and will assume that F = Qp.

Theorem 3.68. Assume Assumption 2.14. Suppose that G is of semisimple of
rank 1 over F = Qp. Let σ be a finite-dimensional absolutely irreducible continuous
representation of Z. Suppose that either σ is zC-simple or that U is abelian. Then
(IndGB σ)cts is absolutely reducible if and only if, after perhaps replacing C with a
finite extension, L(σ′) ∈ OG.

We remark that σ ∈ OZ , after perhaps replacing C by a finite extension, by
Lemma 2.49. Also note that the condition L(σ′) ∈ OG is made more explicit in
Lemma 2.29.

Proof. Let ωσ denote the central character of σ. Suppose that (IndGB σ)cts is re-

ducible. Assume first that Gder is simply connected. Then, after perhaps replacing
C by a finite extension, we can write σ = σ0 ⊗ τ as in §2.8. In particular, σ0 is
zC-simple and L(σ′0) is equimaximal with maximal parabolic Q. Then Q 6= B by
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Corollary 2.57, i.e. Q = G and L(σ′0) ∈ OG. By Lemma 2.52 there exists an irre-

ducible subrepresentation π of (IndGB τ)sm that is not dense in (IndGB τ)cts. Pick any
nonzero element f ∈ π. If f(1) = 0 and σ is zC-simple, then by smoothness of f and
the Bruhat decomposition we get a contradiction from Lemma 2.2 (as dimC τ = 1).
If f(1) = 0 and U is abelian, then pick a compact open subgroup U0 of U such
that supp(f) ⊂ B\Bw0U0 and any U0-eigenvector f ′ ∈ 〈U0 · f〉 (which exists as U0

is abelian, after perhaps replacing C by a finite extension). Then f ′ takes values
in a 1-dimensional subspace of τ and we get a contradiction from Lemma 2.2. So
f(1) 6= 0 and then for any z ∈ S we see that zf − ωσ(z)f ∈ π vanishes at 1, so
again by Lemma 2.2 we deduce that zf = ωσ(z)f for all z ∈ S. By smoothness of
f we deduce that f is fixed by U and U , hence by G′. Therefore, for z ∈ Z ∩ G′
we have zf(1) = f(z) = f(1), i.e. f(1) ∈ τZ∩G′ . As Z ∩ G′ is normal in Z and
f(1) 6= 0 we get that Z ∩G′ acts trivially on τ . Therefore, τ extends to a smooth
representation of G, so L(σ′) ∼= L(σ′0)⊗ τ ′ ∈ OG.

For general G, as in the proof of Corollary 2.31 we take a z-extension 1 →
T → G̃ → G → 1, where G̃der is simply connected and 1 → T → G̃ → G → 1

on F -points. By pullback to G̃ we obtain B̃ = Z̃Ũ , and by inflation we obtain

σ̃ ∈ OZ̃ . As (IndG̃
B̃
σ̃)cts is reducible, L(σ̃′) ∈ OG̃ by above. As L(σ̃′) ∈ OB̃ arises

by inflation from L(σ′) ∈ OB (in particular T acts trivially on L(σ̃′)), we deduce
that L(σ′) ∈ OG.

Conversely, suppose that L(σ′) ∈ OG (so finite-dimensional). Then we obtain
continuous maps as follows:

L(σ′)′ = FGG (L(σ′), 1) ↪→ FGG (L(σ′), (IndGB 1)sm) = FGB (L(σ′), 1)

↪→ FGB (M(σ′), 1) ∼= (IndGB σ)an ↪→ (IndGB σ)cts,

which proves the reducibility. �

Remark 3.69. If G is one of the groups SL2(D), quasisplit SU3, or the rank 1 inner
form of Sp4 (see §3.8), then the assumption that σ is zC-simple or that U is abelian
is satisfied: in the first and third cases U is abelian, and in the second case Z is
abelian (so dimC τ = 1, i.e. σ is zC-simple).

In the following corollary we allow arbitrary F/Qp.

Corollary 3.70. Assume Assumption 2.14. Suppose that G is split of semisimple
rank 1 over F , with unique simple root α. Let χ : Z → C× be a continuous char-
acter. Then (IndGB χ)cts is absolutely reducible if and only if χ ◦ α∨ is non-positive
algebraic.

Proof. We first use a z-extension to reduce to the case where Gder is simply con-
nected. Moreover, by Proposition 2.42, we may assume G = Gder(∼= SL2). Then
α∨ : Gm → Z is an isomorphism. Note that either condition in the corollary
is unchanged if we replace C by a finite extension, and we will assume for the
rest of the proof that C is sufficiently large without further comment. We set

G̃ := ResF/Qp G. If χ ◦ α∨ is non-positive algebraic, then χ is algebraic and

L(χ−1) ∈ OG̃ by Lemma 2.29. Hence (IndGB χ)cts is reducible by Theorem 3.68.

Conversely, if (IndGB χ)cts is reducible, then L(χ−1) ∈ OG̃ by Theorem 3.68. Hence

by Lemma 2.22(i) we know that L(χ−1) is algebraic. Therefore χ−1 ∼= L(χ−1)Ũ is

algebraic, and from L(−dχ) ∈ Og̃ we deduce that the algebraic character χ ◦ α∨ is
non-positive. �
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Appendix A. Orlik–Strauch: the general case

The goal of this appendix is to generalize the main results of [OS15], [OS14b]
to a general connected reductive group. As much as possible we keep the notation
of [OS15], [OS14b]. In particular, L (not F ) denotes the ground field and K (not
C) denotes the coefficient field. Let G be a connected reductive group over L. Fix
a minimal parabolic subgroup B and let P = LPUP denote a standard parabolic

subgroup. Recall the abelian categories Op and OP defined in §2.3.
Just as in [OS14b], for M ∈ OP and V an admissible smooth representation

of LP we can then define FGP (M,V ) as follows. Pick any finite-dimensional (lo-
cally analytic) P -subrepresentation W ⊂ M that generates M as U(g)-module.
(We use the convention of [OS15], [OS14b] to write U(g) for U(g ⊗L K).) Then

FGP (M,V ) is the closed subrepresentation of (IndGP W
′ ⊗ V )sm that is annihilated

by ker(U(g)⊗U(p) W �M), cf. [OS14b, §3.8].

Theorem A.1. Suppose that K is sufficiently large (depending only on G), and
keep the notation above. The main results of [OS14b] hold for G. This means:

(i) FGP is functorial and exact in both arguments.
(ii) If Q = LQUQ ⊃ P , M ∈ OQ, V an admissible smooth representation of

LP , then FGP (M,V ) ∼= FGQ (M, (Ind
LQ
P∩LQ V )sm).

(iii) Suppose that M ∈ OP such that
(a) P is maximal among parabolic subgroups of G such that M ∈ Op,
(b) M is simple as U(g)-module,

and suppose that V is an irreducible (admissible) smooth representation of
LP . Then FGP (M,V ) is topologically irreducible.

Remark A.2. Assumption (a) is weaker than saying pK := p⊗LK is maximal for M
because gK can have more parabolic subalgebras than those coming from G when
G is nonsplit.

Parts (i) and (ii) follow exactly as in [OS15], [OS14b] and the remainder of
this appendix will focus on proving part (iii). The basic idea is to deduce (iii) by
comparison with the split case, by considering G×L L′ for a carefully chosen finite
extension L′/L, like in [Bre16, Appendice] in the case of restrictions of scalars of
split groups. (We will need that L′ embeds in K, which is why we demand that K
be sufficiently large.)

Fix a maximal split torus S of G over L. Let Φ denote the possibly non-reduced
root system of (G,S) and W its Weyl group. Choose any special point x of G in
the apartment of S.

Let Φ+ ⊂ Φ denote the set of positive roots corresponding to B, with simple
roots ∆. Choose a “special” subtorus T s of G over L containing S, i.e. T s becomes
a maximal split torus after base change to the maximal unramified extension of
L. Let T denote the centraliser of T s in G, which is a maximal torus of G (as G
becomes quasisplit over the maximal unramified extension of L).

Proposition A.3. There exists a finite Galois extension L′/L splitting G such that
x remains special in the building of the split group G′ := G×L L′.

Proof. Assume that the valuation ω of L satisfies ω(L×) ⊂ Q and extend ω uniquely
to an algebraic closure L. All extensions of L below will be taken inside L. Let
Φred ⊂ Φ be the subset of reduced roots.

We first suppose G quasisplit, with splitting field L̃. Let Φ̃ denote the absolute
roots. Let ϕ be the valuation defined by a Chevalley–Steinberg system as in [BT84,
§4], so the hyperplanes in the apartment of S are given by {a(x− ϕ) + r = 0 (r ∈
Γa, a ∈ Φred)}. From [BT84, 4.2.21] we get that Γa is an infinite cyclic subgroup
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of Q for all a ∈ Φred, and from [BT84, 4.2.1] that Γã is an infinite cyclic subgroup

of Q for all ã ∈ Φ̃. Hence there exists e ∈ Z>0 such that Γa ⊂ 1
eΓã whenever

ã|S = a ∈ Φred and 2Γa ⊂ 1
eΓb̃ whenever b̃|S = 2a ∈ Φ and a ∈ Φred. Letting L′/L̃

denote any finite extension of ramification index a multiple of e, we get that x is
still special over L′ (cf. [BT84, 4.2.24]). (In fact, e = 2 works always and e = 1
works if Φ is reduced.) The same argument shows that if x′ lies in the apartment
of S such that a(x′ − ϕ) ∈ Q for all a ∈ Φred, then x′ becomes special after base

change to a suitably ramified extension of L̃.
For G general, let L0/L be a finite unramified extension with Galois group Γ

such that T s becomes split over L0; in particular, G ×L L0 becomes quasisplit.
We consider the embedding of buildings BL(G) ↪→ BL0

(G×L L0) (unramified base
change). Then the vertex x lies in a unique Γ-invariant facet F in the apartment
of T s (inside BL0(G ×L L0)), so x equals the average of the vertices of F . By
above it then suffices to show that any vertex x′ of the apartment of T s satisfies
a(x′ − ϕ) ∈ Q for all a ∈ Φred (where Φred denotes the reduced roots of G×L L0).
This is clear: as x′ is a vertex we have a(x′ − ϕ) ∈ Γa ⊂ Q for a ∈ X ⊂ Φred for
some maximal linearly independent subset X, which implies a(x′ − ϕ) ∈ Q for all
a ∈ Φred (as ZX ⊂ ZΦred has finite index). �

Let L′/L be a finite Galois extension splitting G such that the image x′ of the
special point x in the building of G′ := G×L L′ is still special. We assume that K
is large enough to contain an embedding L′ ↪→ K and we fix such an embedding,
extending the given embedding L ↪→ K. Let kL (resp. kL′) denote the residue field
of L (resp. L′).

Let P be a (standard) parabolic subgroup of G containing S with Lie algebra p.
Let U−P be the unipotent radical of the opposite parabolic P− (with respect to S)

with Lie algebra u−P .
Let S′ := S ×L L′ and T ′ := T ×L L′, so that by construction x′ is contained

in the apartment of T ′. Let G′x′ denote the connected reductive model of G′ over
OL′ defined by x′, and let S′x′ denote the scheme-theoretic closure of S′ in G′x′ (a
split torus extending S′) and similarly define the split torus T ′x′ . We define the
parabolic subgroup P ′ := P ×LL′ of G′ and its unipotent radical U−P ′ := U−P ×LL′.
Let also Gx denote the connected reductive model of G over OL defined by x.

Let G := G(L), G′ := G′(L′), etc., so G is a closed L-analytic subgroup of G′.
Let G′0 := G′x′(OL′) and G0 := G ∩ G′0; these are compact open in G′ and G,
respectively. Let P ′0 := P ′∩G′0, U−P ′,0 := U−P ′ ∩G′0, P0 := P ∩G0, U−P,0 := U−P ∩G0.

By construction G0 contains Gx(OL), so that G = G0P . (Any compact subgroup
of G′ that fixes x′ has to be contained in G′0, as G′ is split.)

Let g′0 := LieG′x′ , which is an OL′ -Lie lattice inside g′ := LieG′ = g⊗L L′ that
is stable by the adjoint action of G′0. Let g0 := g ∩ g′0, which is an OL-Lie lattice
inside g that is stable by the action of G0, and moreover g0 ⊗OL OL′ is of finite
index in g′0. By the algebraic action of S′x′ on g′0 = LieG′x′ we see that

(A.1) g′0 = (g′0 ∩ u−P ′)⊕ (g′0 ∩ p′)

as OL′ -modules.
By Lemma A.4 (applied with S′0 = S′x′ , V = g, V1 = u−P , V2 = p, M ′ = g′0) we

also have

(A.2) g0 = (g0 ∩ u−P )⊕ (g0 ∩ p)

as OL-modules; we even see that g0 ∩ u−P =
⊕

α∈Φ−\Φ−P
(g0 ∩ uα).

Lemma A.4. Suppose A ⊂ B are integral domains with fields of fractions E ⊂ F .
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(i) Suppose S is a split torus over E, S′0 a split torus over B, and we are
given an isomorphism S×E F ∼= S′0×B F . Then there exists a unique split
torus S0 over A together with isomorphisms S0 ×A E ∼= S, S0 ×A B ∼= S′0
compatible with the isomorphism above after base change to F .

(ii) Keep the notation as in (i). Suppose V = V1 ⊕ V2 is an isomorphism
of finite-dimensional S-modules and suppose that M ′ is an S′0-module to-
gether with an isomorphism M ′ ⊗B F ∼= V ⊗E F that is compatible with
the actions of S′0×B F ∼= S×E F . Let M := M ′ ∩V . If for all χ ∈ X∗(S)
we have (V1)χ = 0 or (V2)χ = 0, then M = (M ∩ V1)⊕ (M ∩ V2).

Proof. (i) We recall from [Jan03, §I.2.5] that over an integral domain A we have an
(anti-)equivalence of categories between abelian groups and diagonalizable group
schemes over A, and this equivalence is moreover compatible with base change
A→ B. Thus the claim becomes obvious.

(ii) Let X := X∗(S0), so that we may identify S0 ×A C with the spectrum of
the Hopf algebra C[X] for any map of integral domains A → C. Let ∆V : V →
V ⊗E E[X] denote the comodule corresponding to V and ∆M ′ : M

′ →M ′⊗B B[X]
the comodule corresponding to M ′, so that ∆V and ∆M ′ become identified after
base change to F . It follows that ∆V sends M to (V ⊗EE[X])∩(M ′⊗BB[X]) inside
V ⊗E F [X]. Hence ∆V (M) ⊂M⊗AA[X], i.e. M becomes an S-module whose base
change to B (resp. E) is identified with M ′ (resp. V ). Therefore, M =

⊕
χ∈XMχ

[Jan03, §I.2.11]. For any χ ∈ X we have Mχ ⊂ Vχ = (V1)χ ⊕ (V2)χ = (Vi)χ for
some i, by assumption, so Mχ ⊂M ∩ Vi and we are done. �

Recall the equivalence between uniform pro-p groupsH and powerful Zp-Lie alge-
bras h [DdSMS99, Theorem 9.10]. If h is a powerful Zp-Lie algebra, then the corre-
sponding uniform pro-p group is defined by the convergence of the Baker–Campbell–
Hausdorff formula [DdSMS99, Theorem 9.8], and we denote it by BCH(h). It is
locally Qp-analytic group with Lie algebra h ⊗Zp Qp. If h′ ⊂ h is a saturated sub-
Zp-Lie algebra of h, then h′ is also powerful and BCH(h′) ⊂ BCH(h) is a closed
subgroup [DdSMS99, Scholium to Theorem 9.10]. Conversely, if H is a uniform
pro-p group, then it is (uniquely) a locally Qp-analytic group and the Zp-lattice
log(H) ⊂ Lie(H) is the corresponding powerful Zp-Lie algebra. (Here, log denotes
the functorial logarithm map of a locally analytic group, which is defined on the
union of all compact subgroups [Bou72, III.7.6].) An L-uniform group is a uniform
pro-p group H together with an OL-Lie algebra structure on log(H) that extends
the given Zp-Lie algebra structure.

Lemma A.5. Any L-uniform group H is (uniquely) a locally L-analytic group.

Proof. The Baker–Campbell–Hausdorff formula does not depend on the base field,
so it converges on the OL-Lie algebra log(H), making it into a locally L-analytic
group with Lie algebra Lie(H) [Sch11, §17]. The uniqueness follows exactly as in
the proof of [Sch11, Theorem 29.8]. �

This lemma implies that our definition agrees with the one in [OS10, Remark
2.2.5]. (If H is an open uniform subgroup of a locally L-analytic group G such that
log(H) ⊂ Lie(G) is OL-stable, then we give log(H) the induced OL-Lie algebra
structure. Conversely, if H is L-uniform in our sense, then we take G := H by
Lemma A.5.) We get an equivalence between L-uniform groups (with locally L-
analytic morphisms) and powerful OL-Lie algebras (meaning that the underlying
Zp-Lie algebra is powerful).

If h is a powerful Zp-Lie lattice in g, then so is pnh for any n ≥ 0. For n
sufficiently large there exists a (non-canonical!) open embedding i : BCH(pnh) ↪→
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G0 of locally analytic groups whose associated map on Lie algebras is the identity
[Sch11, Proposition 18.17].

Lemma A.6. If ` ≥ κ, then G′(`) := ker
(
G′x′(OL′) � G′x′(OL′/p`)

)
is a uniform

pro-p group, and we have log(G′(`)) = p`g′0 inside g′.

Proof. For any smooth group scheme H over OL′ let H(`) := ker
(
H(OL′) �

H(OL′/p`)
)
. Let Φ′ denote the roots of (G′, T ′) and fix some subset of positive

roots Φ′+. Then G′(`) = G′x′,(`) is contained in the Iwahori subgroup defined by the

Borel subgroup of G′x′ ×OL′ kL′ that contains T ′x′ ×OL′ kL′ and corresponds to Φ′+,
hence

G′x′,(`) ⊂
∏

a∈Φ′−

U ′a,x′(OL′) · T
′
x′(OL′) ·

∏
a∈Φ′+

U ′a,x′(OL′),

where U ′a,x′ is the scheme-theoretic closure of the root subgroup U ′a inside G′x′ and

we fixed some ordering of the roots. As
∏
a∈Φ′− U

′
a,x′ × T

′
x′ ×

∏
a∈Φ′+ U

′
a,x′ → G′x′

is an open immersion, it follows that

G′x′,(`) =
∏

a∈Φ′−

U ′a,x′,(`) · T
′
x′,(`) ·

∏
a∈Φ′+

U ′a,x′,(`).

By explicit calculation for U ′a,x′
∼= Ga and T ′x′

∼= Grm we see that log(U ′a,x′,(`)) =

p` LieU ′a,x′ and log(T ′a,x′,(`)) = p` LieT ′a,x′ .

To justify that G′x′,(`) is uniform, it suffices to show it is a standard Qp-analytic

group [DdSMS99, Theorem 8.31]. Fix any Z-basis λ1, . . . , λr of X∗(T
′
x′). By [BT84,

§3.2.13, §4.6.15] there exist OL′ -isomorphisms xa : Ga
∼−→ Ua,x′ (a ∈ Φ′) defining a

Chevalley system as in [BT84, §3.2.2]. Then we get an topological isomorphism

θ : (p`OL′)Φ′ × (p`OL′)r
∼−→ G′x′,(`)

(ua, ti) 7→
∏

a∈Φ′−

xa(ua)

r∏
i=1

λi(1 + ti)
∏
a∈Φ′+

xa(ua).

By the commutation relations in [BT84, §3.2.3], the relation xa(u)x−a(v) = x−a(−v(1−
uv)−1)a∨(1 − uv)xa(u(1 − uv)−1) (which follows from [BT84, §3.2.1]), as well as
λi(1+ t)xa(u) = xa((1+ t)〈a,λi〉u)λi(1+ t) it follows that θ is a global chart making
G′x′,(`) into a standard group and hence G′x′,(`) is uniform.

By using this as well as [DdSMS99, Theorem 4.17] with a minimal topological
generating set contained in

⋃
a∈Φ′ U

′
a,x′,(`)∪T

′
x′,(`) we deduce log(G′x′,(`)) = p`g′0, as

required. (Note that [DdSMS99, Theorem 4.17] shows that if g1, . . . , gr is a minimal
topological generating set of a uniform group H, then log(H) =

⊕
i Zp log(gi), and

note also that log is functorial.) �

Let κ := 1 if p > 2 and κ := 2 if p = 2. For m0 ≥ κ the OL′ -Lie lattice pm0g′0 in
g′ is powerful. Define L′-uniform groups H ′ := BCH(pm0g′0), H ′− := BCH(pm0g′0∩
u−P ′), H

′+ := BCH(pm0g′0 ∩ p′). By Lemma A.6 and the equivalence between
uniform groups and powerful Zp-Lie algebras we get a unique open embedding
H ′ := BCH(pm0g′0) ↪→ G′0 whose image isG′(m0) and whose derivative is the identity.

For any γ ∈ G′0, the conjugation action of γ on G′0 induces the adjoint action of
γ on pm0g′0. Note that H ′−, H ′+ are closed subgroups of H ′. For m0 sufficiently
large we have H ′− ⊂ U−P ′,0 and H ′+ ⊂ P ′0 because this true on the level of Lie

algebras. (Actually, m0 ≥ κ suffices, by a variant of Lemma A.6.) By (A.1) and
[DdSMS99, Theorem 9.8] we see that the multiplication map H ′− ×H ′+ → H ′ is
a topological isomorphism and hence that H ′− = H ′ ∩ U−P ′ , H ′+ = H ′ ∩ P ′. From

H ′ CG′0 it then follows that H ′− C U−P ′,0 and H ′+ C P ′0.
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The closed subgroupH := BCH(pm0g0) ofH ′ is contained inG form0 sufficiently
large, because this is true on the level of Lie algebras. As G0 = G ∩G′0 normalizes
g0 = g ∩ g′0, it follows that H C G0. Letting H− := BCH(pm0g0 ∩ u−P ), H+ :=

BCH(pm0g0 ∩ p) we see that H− C U−P,0, H+ C P0. By (A.2), the multiplication

map H− × H+ → H is a topological isomorphism and hence H− = H ∩ U−P ,
H+ = H ∩ P . By construction, H, H−, H+ are L-uniform groups.

For m ≥ 0 let Hm := Pm+1(H) = BCH(pm+m0g0) C G0 (where (Pm(H))m≥1

is the lower p-series, cf. [DdSMS99, Definition 1.15]) and likewise H−,m C U−P,0,

H+,m C P0, H ′m CG′0, H ′−,m C U−P ′,0. These are all L- (resp. L′-)uniform groups.

Note that by construction g0 is an OL-direct summand of g′0. In particular, Hm is
a closed subgroup of H ′m which is topologically a direct factor (an ordered basis of
Hm as a uniform group can be extended to an ordered basis of H ′m).

For any r ∈ pQ∩(p−1, 1) we recall that we have a continuous algebra (semi)norm
|·|r on the locally analytic distribution algebra D(H), defined by the uniform struc-

ture of H [OS10, 2.2.6]. Its completion Dr(H) (or more precisely D
(L)
r (H)) is a

noetherian Banach algebra. Let Ur(g) = Ur(g, H) denote the closure of U(g) in

D
(L)
r (H) and Ur(g

′) = Ur(g
′, H ′) the closure of U(g′) in D

(L′)
r (H ′). Then Dr(H)

is free as left and right Ur(g)-module, admitting a basis in K[H], and Ur(g) is
noetherian [Koh07, Theorem 1.4.2].

Corollary A.7. Suppose rp
m ∈ pQ ∩ (p−1, p−1/κ(p−1)) for some m ≥ 0. Then we

have a commutative diagram

U(g)

��

U(g′)

��
Ur(g) // Ur(g′)

where the bottom map is a morphism of Banach algebras. Moreover, all maps are
equivariant for the adjoint action of G0 ⊂ G′0.

Proof. Let s := rp
m

. By density the bottom map is unique, if it exists, and it is
automatically an algebra homomorphism and G0-equivariant. It thus suffices to
consider the underlying Banach spaces of the bottom row.

Note that pm0g0⊗OL OL′ is powerful and we let H ′′ := BCH(pm0g0⊗OL OL′) ⊂
H ′ (another L′-uniform group, open inside H ′). Then Ur(g, H) = Ur(g

′, H ′′)

by [Sch08, §5, §6] (taking the closure of U(g) in D
(L)
s (Hm) ⊂ D

(L)
r (H), resp. of

U(g′) in D
(L′)
s (H ′′p

m

) ⊂ D
(L′)
r (H ′′)). We may thus work over L′ and it suffices to

show that if H(1) ⊂ H(2) are L′-uniform open subgroups of G′ with corresponding

powerful OL′ -Lie lattices h
(1)
0 ⊂ h

(2)
0 in g′, we get a morphism of Banach spaces

Ur(g
′, H(1))→ Ur(g

′, H(2)) (compatible with maps from U(g′)).

Pick (Xi)
d
i=1 an ordered OL′ -basis of pmh

(2)
0 such that (Yi := $`i

L′Xi)
d
i=1 is an

ordered OL′ -basis of pmh
(1)
0 (with `i ∈ Z≥0). By [Sch08, §5, §6] we have

Ur(g
′, H(2)) =

{ ∑
β∈Zd≥0

dβXβ : dβ ∈ K, |dβ |sκ|β| → 0

}
,

Ur(g
′, H(1)) =

{ ∑
β∈Zd≥0

eβYβ : eβ ∈ K, |eβ |sκ|β| → 0

}
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and the topology can be defined by norms∥∥∥∥ ∑
β∈Zd≥0

dβXβ

∥∥∥∥
s

= sup
β
|dβ |sκ|β|,

∥∥∥∥ ∑
β∈Zd≥0

eβYβ

∥∥∥∥
s

= sup
β
|eβ |sκ|β|.

Taking the inclusion, we get a norm-decreasing map of Banach spaces Ur(g
′, H(1))→

Ur(g
′, H(2)) that is compatible with maps from U(g′), as required. �

Let D(g, P0) be the subring of D(G0) generated by U(g) and D(P0). Then any
object of OP becomes a D(g, P0)-module. We define a continuous algebra norm

|·|r on D(H̃) for any subgroup H ≤ H̃ ≤ G0 by using |·|r on D(H) [OS15, (5.5.5)].

Let Dr(H̃) denote its completion. Likewise we define |·|r on D(P0) by using |·|r
on D(H+), and let Dr(P0) denote its completion, which is a closed subring of
Dr(G0). Let Dr(g, P0) be the subring of Dr(G0) generated by Ur(g) and Dr(P0).
Then Dr(g, P0) is a finitely generated Ur(g)-module, hence a closed subring and
noetherian. Let Ur(u

−
P ) := Ur(u

−
P , H

−) and Ur(p) := Ur(p, H
+).

Lemma A.8. We have canonical isomorphisms of Banach spaces:

Dr(H) ∼= Dr(H
−)⊗̂Dr(H

+),(A.3)

Ur(g) ∼= Ur(u
−
P )⊗̂Ur(p),(A.4)

Dr(HP0) ∼= Dr(H
−)⊗̂Dr(P0),(A.5)

Dr(g, P0) ∼= Ur(u
−
P )⊗̂Dr(P0).(A.6)

Proof. As H CG0 is open we have HP0 = H−P0 with open subgroup H = H−H+

(i.e. both having Iwahori decomposition with respect to U−P × P ↪→ G). The proof
of (A.3) and (A.5) is exactly as in [OS10, Proposition 3.3.4], with H playing the
role of I0 and HP0 the role of I. We note that these isomorphisms are induced by
convolution, as follows by comparison with [ST05, Remark A.4]. Then (A.4) follows
from (A.3). For (A.6), note using (A.5) that the right-hand side is contained in the
left-hand side, as Dr(g, P0) is a closed subring of Dr(HP0) (in turn a closed subring
of Dr(G0)). As Dr(P0) = Ur(p)K[P0] we have Dr(g, P0) = Ur(g)K[P0], which is
contained in the right-hand side by (A.4). �

Lemma A.9. Suppose that W is a finite-dimensional pK-module. If rp
m ∈ pQ ∩

(p−1, p−1/κ(p−1)) for some m ≥ 0 and r is sufficiently close to 1, then we have
Ur(p)⊗̂U(p)W ∼= W .

Proof. By [Sch11, Proposition 18.17] there exists a compact open subgroup P00 of
P such that W lifts to a locally analytic representation of P00. Take r sufficiently
close to 1 so that H+,m ⊂ P00. Note that Ur(p) = Ds(H

+,m) ⊂ Dr(H
+) and that

W is a coadmissible D(H+,m)-module, where s := rp
m

. We have

W → Ur(p)⊗̂U(p)W → Ds(H
+,m)⊗̂D(H+,m)W

whose composition is an isomorphism for all r sufficiently close to 1, by coadmissi-
bility of W . But the first map has dense image, hence is surjective (as the image is
finite-dimensional, hence complete), so both maps are bijective. �

Fix again rp
m ∈ pQ ∩ (p−1, p−1/κ(p−1)) for some m ≥ 0 and r sufficiently close

to 1. Recall that mr is defined to be the Ur(g)-submodule of Dr(HP0)⊗D(g,P0) M
generated by M . It is finitely generated and hence carries a canonical topology
such that the image of M in mr is dense. As in [OS15, Sublemma 5.6] it follows
that mr ∼= Dr(g, P0)⊗D(g,P0) M .
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Lemma A.10. Assume rp
m ∈ pQ ∩ (p−1, p−1/κ(p−1)) for some m ≥ 0 and r suffi-

ciently close to 1. Then mr ∼= Ur(g)⊗U(g) M ∼= Ur(u
−
P )⊗U(u−P ) M (with canonical

topologies).

Proof. We prove this more generally for any M ∈ OP , where we define mr to be
Dr(g, P0)⊗D(g,P0)M . Then mr is a finitely generated Dr(g, P0)-module (hence also
a finitely generated Ur(g)-module) and we endow it with its canonical topology.
To show that the natural maps Ur(u

−
P ) ⊗U(u−P ) M → Ur(g) ⊗U(g) M � mr are

isomorphisms, we use a finite presentation
⊕n

i=1 U(g) ⊗U(p) Wi → U(g) ⊗U(p)

W → M → 0 in OP , where W and Wi are finite-dimensional locally analytic
representations of P that are direct sums of absolutely simple lP,K-modules, to
reduce to the case where M = U(g) ⊗U(p) W . Then, using (A.4) of Lemma A.8
(and canonical Ur(g)-topologies) as well as Lemma A.9, we get

Ur(g)⊗U(g) M ∼= Ur(g)⊗U(p) W ∼= Ur(g)⊗̂U(p)W

∼= Ur(u
−
P )⊗̂(Ur(p)⊗̂U(p)W ).

∼= Ur(u
−
P )⊗W.

By comparing this with

mr = Dr(g, P0)⊗D(g,P0) U(g)⊗U(p) W = Dr(g, P0)⊗D(P0) W

= Dr(g, P0)⊗̂D(P0)W

= (Ur(u
−
P )⊗̂Dr(P0))⊗̂D(P0)W

= Ur(u
−
P )⊗̂(Dr(P0)⊗̂D(P0)W )

= Ur(u
−
P )⊗W

(using (A.6) of Lemma A.8) we deduce the claim. �

Lemma A.11. Suppose V is a Banach space over K, H a finitely generated com-
mutative subalgebra of Endcts(V ), such that every v ∈ V can be written as a conver-
gent series v =

∑
λ vλ of λ-eigenvectors (with respect to the filter of cofinal subsets

of Homalg(H,K)). If M ⊂ V is a dense H-stable subspace such that M =
⊕

λMλ

and Mλ is finite-dimensional for all λ, then we have an order-preserving bijection

{H-invariant closed subspaces of V } ←→ {H-invariant subspaces of M}

given by intersecting with M , respectively taking closure in V .

Remark A.12. In particular, Mλ = Vλ for all λ. Also, if W is an H-invariant
closed subspace of V , then M ∩W ⊂W and M/(M ∩W ) ⊂ V/W also satisfy the
conditions in the lemma. (Note that if

∑
λ vλ ∈ W , then vλ ∈ W for any λ, by

[FdL99, Kor. 1.3.8].)

Proof. By the assumptions on V , [FdL99, Kor. 1.3.12] gives uniqueness of the
representation v =

∑
λ vλ and continuous projection maps πλ : V � Vλ, v 7→ vλ.

As M =
⊕

λMλ is dense in V and Mλ is finite-dimensional, πλ(M) = πλ(Mλ) has
to equal Vλ, i.e. Mλ = Vλ. Therefore, the last claim follows from the last item of
[FdL99, Kor. 1.3.12]. �

Theorem A.13. Assume [OS14b, Assumption 4.1] for the absolute root system.
Let M ∈ OP be such that

(i) P is maximal among parabolic subgroups of G such that M ∈ Op, and
(ii) M is simple as U(g)-module.
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Assume rp
m ∈ pQ ∩ (p−1, p−1/κ(p−1)) for some m ≥ 0 and r sufficiently close to

1, so in particular mr 6= 0. Then for every g ∈ G0 the Ur(g)-module δg ? mr
is simple, and if δg1 ? mr ∼= δg2 ? mr as Ur(g)-modules for some gi ∈ G0, then
g1H

−,mP0 = g2H
−,mP0.

This generalizes [OS14b, Theorem 4.7].

Proof. We first show that mr is simple (which implies that δg ? mr is simple),
following the proof in [OS14b, Theorem 4.5]. For this it will suffice to show that
the map M → mr = Ur(g) ⊗U(g) M is injective and satisfies the hypotheses of
Lemma A.11 with V := mr and H := U(aP ), where AP is the maximal split

subtorus of the center of LP (because then every (closed) Ur(g)-submodule of mr
corresponds to a U(g)-submodule of M). We will show this claim is true more
generally for any M ∈ Op.

Suppose first that M = U(g) ⊗U(p) W ∈ Op for some W , a finite-dimensional
pK-module that is a direct sum of absolutely simple lP,K-modules. As in the proof
of Lemma A.10, mr ∼= Ur(u

−
P ) ⊗ W as Ur(u

−
P )-module (with canonical Banach

topology), so M → mr is identified with the injection U(u−P )⊗W ↪→ Ur(u
−
P )⊗W .

Note that U(aP ) acts by continuous endomorphisms on mr and that the U(aP )-
eigenspaces of M are finite-dimensional (as the roots Φ− \ Φ−P of u−P remain non-

trivial on aP ). On the other hand, Ur(u
−
P ) = Ds(H

−,m) (s = rp
m

) has the descrip-
tion

Ur(u
−
P ) =

{ ∑
β∈Zd≥0

dβXβ : dβ ∈ K, |dβ |sκ|β| → 0

}
by [Sch08, §5], where X1, . . . , Xd is an ordered OL-basis of log(H−,m) = pm+m0g0∩
u−P =

⊕
α∈Φ−\Φ−P

(pm+m0g0∩uα) consisting of aP -eigenvectors. Moreover the norm

is given by ∥∥∥∥ ∑
β∈Zd≥0

dβXβ

∥∥∥∥
s

= sup
β
|dβ |sκ|β|.

By Lemma 2.5, aP acts diagonalizably on W , hence every vector of mr is a conver-
gent sum of aP -eigenvectors.

For general M ∈ Op take a finite-dimensional pK-submodule W ⊂M giving an
exact sequence 0 → d → U(g) ⊗U(p) W → M → 0 in Op. Tensoring with Ur(g)
gives a commutative diagram

0 // d //
� _

��

U(g)⊗U(p) W //
� _

��

M //

��

0

0 // Ur(g)d // Ur(g)⊗U(p) W // mr // 0

where the middle vertical arrow is injective by above, and the left square is Cartesian
by Lemma A.11 (noting that Ur(g)d is the closure of d), hence the right vertical
arrow is injective. By Remark A.12 we see that Lemma A.11 applies to M ↪→ mr.

Now assume that δg1 ? mr
∼= δg2 ? mr as Ur(g)-modules for some gi ∈ G0. Fol-

lowing the beginning of the proof of [OS14b, Theorem 4.7] we will first reduce to
the case where g1 = 1, g2 ∈ U−P,0. Let I0 be the Iwahori that is the inverse im-

age under Gx(OL) → Gred
x (kL) of Bx, where Bx is the minimal parabolic defined

by Φ+ in the reductive quotient Gred
x of Gx ×OL kL. Then we get an Iwahori–

Bruhat decomposition Gx(OL) =
∐
w∈W/WI

I0ẇ(P ∩Gx(OL)) using the argument

of [AHHV17, §IV.5], where I ⊂ ∆ is the subset corresponding to P , WI is the
subgroup of W generated by reflections sα for α ∈ I, and where ẇ denotes a choice
of representative in Gx(OL) ∩ NG(S). From Gx(OL) ⊂ G0 and G = Gx(OL)P
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we have G0 = Gx(OL)P0, so G0 =
∐
w∈W/WI

I0ẇP0. As in the proof of [OS14b,

Theorem 4.7] we reduce to g1 = ẇ and g2 = u for some w ∈W , u ∈ U−P ∩I0 ⊂ U
−
P,0.

Let now Q′ (containing P ′) denote the parabolic subgroup of G′ that is maximal

subject to M ∈ Oq′ . Choose a set of simple roots ∆′ of Φ′ such that ∆ ⊂ ∆′|S ⊂
∆ ∪ {0} and let ∆′0 ⊂ ∆′ be the subset of simple roots restricting trivially to S.
Recall that ∆′ is endowed with the ∗-action of Γ := Gal(L′/L). Let J ′ (resp. I ′)
denote the subset of ∆′ corresponding to Q′ (resp. P ′). The maximality conditions
on P (resp. Q′) imply that I ′ =

⋂
γ∈Γ γ(J ′). Then I = (I ′|S) \ {0} as subset of ∆.

Assuming w /∈ WI , by Step 1 of [OS14b, Theorem 4.7] there exists a reduced
relative root β ∈ Φ+ \ Φ+

I such that y′ := Ad(u−1)(y) ∈ u−P,K fails to be injective

on mr for any y ∈ g(−β),K \ {0} (where g(−β) := g−β ⊕ g−2β). Take any lift

β′ ∈ Φ′+ \ Φ′+I′ of β and y ∈ g′−β′,K \ {0}. Writing y′ =
∑
γ′∈Φ′+\Φ′+

I′
yγ′ with

yγ′ ∈ g′−γ′ the argument in [OS14b, Theorem 4.7] shows that γ′+ ∈ Φ′+J′ for the

minimal element γ′+ of {γ′ : yγ′ 6= 0} for a certain lexicographic order on Z≥0∆′.
(By [OS14b, Corollary 5.5] any nonzero element of u−Q′,K acts injectively on M .)

As y′ = Ad(u−1)(y) with u ∈ U−P we have yβ′ = y 6= 0, and yγ′ 6= 0 implies

γ′ ∈ β′ + Z≥0(∆′ \ I ′). By minimality of γ′+ we deduce γ′+ = β′, so β′ ∈ Φ′+J′ .
Applying the same argument to the lift γ(β′) of β for γ ∈ Γ, we deduce that
β′ ∈

⋂
γ∈Γ γ

−1(Φ′+J′ ) = Φ′+I′ , contradiction. Hence w ∈ WI and so we may assume
that g1 = 1.

By Lemma A.10 we have mr = Ur(g)⊗U(g) M . By Corollary A.7 we have

m′r := Ur(g
′)⊗U(g′) M = Ur(g

′)⊗Ur(g) mr,

and moreover mr ∼= δu?mr as Ur(g)-modules implies m′r
∼= δu?m

′
r as Ur(g

′)-modules
(as u ∈ U−P,0 ⊂ G0). Note that m′r 6= 0 because the map M → m′r is injective by

the first part of the proof (applied to G′).
Recall that u ∈ U−P,0 ⊂ U−P ′,0. Write u = u1u2 with u1 ∈ U−Q′,0, u2 ∈ U−P ′,0 ∩

LQ′ . We now show that δu2 ? m′r
∼= m′r as Ur(g

′)-modules, which implies that
m′r
∼= δu1 ? m

′
r as Ur(g

′)-modules. Exactly as in Step 2 of [OS14b, Theorem 4.7]

(as M ∈ Oq′) we can integrate the locally finite action of u−P ′ ∩ lQ′ on M to a

locally finite locally analytic action of the unipotent group U−P ′ ∩ LQ′ . Moreover,

u ◦X ◦ u−1 = Ad(u)(X) on M for all u ∈ U−P ′ ∩ LQ′ , X ∈ g′. (Use, for example,

that log(Ad(u)) = ad(log(u)) ∈ GL(g′) for all u ∈ U−P ′ ∩ LQ′ .) Then we have an

isomorphism δu2 ? M
∼−→ M , x 7→ u2 · x as U(g′)-modules, which extends to an

isomorphism δu2
?m′r

∼−→ m′r as the map U(g′)→ Ur(g
′) is U−P ′,0∩LQ′ -equivariant.

We now have m′r
∼= δu1 ? m′r as Ur(g

′)-modules. Applying [OS14b, Theorem
4.7] for the split group G′ (note that since we are now reduced to g1 = 1 and

g2 = u1 ∈ U−Q′,0 the proof there only uses that Q′ is maximal for M ∈ Oq′ and that

m′r = Ur(g
′) ⊗U(g′) M 6= 0, i.e. the Q′-action on M is not used!) we deduce that

u1 ∈ H ′mQ′0 and hence g−1
1 g2 = u1 ∈ H ′mQ′0 ∩G.

We next show that g−1
1 g2 ∈ H ′mQ′0 ∩ G = H ′mP ′0 ∩ G. Consider the reduction

map π : G′x′(OL′) � G′x′(OL′/pm+m0), which has kernel H ′m by Lemma A.6. For
each subset K ′ ⊂ ∆′ we get a parabolic subgroup P ′K′ of G′ that contains T ′,
and its schematic closure of P ′K′ in G′x′ is a smooth OL′ -group scheme P ′K′,x′ with

generic fiber P ′K′ [KP22, §2.9]. We note that P ′K′1,x′ ×G′x′ P
′
K′2,x

′ = P ′K′1∩K′2,x′ for

K ′1,K
′
2 ⊂ ∆′. (By [KP22, Proposition 2.9.1(4), Proposition 2.9.2] the left-hand

side is OL′ -smooth, hence OL′ -flat, and we can verify the equality on the geometric
generic fiber, where it is clear.) For any γ ∈ Γ we get a morphism of buildings
γ : BL′(G′) → BL′(G′), commuting with the embedding BL(G) ↪→ BL′(G′), hence
stabilizing x′. Therefore the γ-linear isomorphism G′ → G′ over L′ extends to a
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γ-linear isomorphism G′x′ → G′x′ over OL′ [KP22, Corollary 2.8.10], and it identifies
Q′ = P ′J′ with P ′γ(J′). It follows that π(g−1

1 g2) ∈
⋂
γ∈Γ P

′
γ(J′),x′(OL′/pm+m0) =

P ′x′(OL′/pm+m0) (where the equality holds by the fiber product computation above,
and recall P ′ = P ′I′), so g−1

1 g2 ∈ H ′mP ′0 ∩G.
We now know that g−1

1 g2 ∈ H ′mP ′0∩G. As U−P ×P → G is an open immersion of

schemes over L, we finally deduce that g−1
1 g2 ∈ (H ′−,m ∩ U−P )(P ′0 ∩ P ) = H−,mP0.

For the equality H ′−,m ∩ U−P = H−,m we used that the logarithm map is bijective

(even a locally analytic isomorphism) between U−P ′ and u−P ′ (as U−P ′ is unipotent)

and that (pm+m0g′0 ∩ u−P ′) ∩ u−P = pm+m0g0 ∩ u−P . �

Remark A.14. The result is true even if we only assume that M ∈ Op (satisfying
(i) and (ii)) and if we define mr := Ur(g) ⊗U(g) M . The simplicity proof goes
through as before. Now suppose that δg1 ? mr ∼= δg2 ? mr as Ur(g)-modules for
some gi ∈ G0. By Corollary A.7 we have δg1 ? m

′
r
∼= δg2 ? m

′
r as Ur(g

′)-modules,

where m′r := Ur(g
′) ⊗U(g′) M = Ur(g

′) ⊗Ur(g) mr. If Gder is simply connected,

then M ∈ Oq′ lifts to an object of OQ′ , after perhaps replacing C by a finite
extension, by Lemma 2.22. By [OS14b, Theorem 4.7] for the split group G′ we
deduce g−1

1 g2 ∈ H ′mQ′0 ∩ G, and the final part of the above proof shows that

H ′mQ′0∩G = H−,mP0. For general G, let π : G̃′ � G′ be a z-extension, so (G̃′)der is

simply connected and π : G̃′ � G′ surjects on L′-points. We may and will suppose

that G̃′ and the torus ker(π) are split as well. By [KP18, Proposition 1.1.4], π

extends to a surjective map G̃′x′ � G′x′ of (connected reductive) parahoric group
schemes over OL′ with kernel a split torus. In particular, by checking on special

fibers, the map on OL′ -Lie algebras g̃′0 → g′0 is surjective, where g̃′0 := Lie G̃′x′ . (Lie
algebras of smooth group schemes commute with base change.) Also, by taking

fppf-cohomology we obtain π(G̃′0) = G′0. Following our construction above, we

have H̃ ′ := BCH(pm0 g̃′0)C G̃′0 and π(H̃ ′) = H ′. Letting Q̃′ be the pre-image of Q′

under π and Q̃′0 := Q̃′ ∩ G̃′0 we have π(Q̃′0) = Q′0. As the map g̃′0 � g′0 splits as
Zp-modules, there exists a minimal set x̃′i (1 ≤ i ≤ d′) of topological generators of

H̃ ′ such that x′i := π(x̃′i) (1 ≤ i ≤ d) is a minimal set of topological generators of
H ′ and π(x̃′i) = 1 for d < i ≤ d′ (for some d′ ≥ d ≥ 0). The construction in [OS10,

§2.2.6] then shows that the natural map D(L)(H̃ ′) → D(L)(H ′) is continuous with

respect to |·|r-norms, so induces a map D
(L)
r (H̃ ′)→ D

(L)
r (H ′) (in fact, both maps

are strict surjections). By taking the closures of enveloping algebras we obtain a
commutative square

U(g̃′) // //

��

U(g′)

��
Ur(g̃

′, H̃ ′) // Ur(g′, H ′)

where the bottom map is a morphism of Banach algebras and g̃′ := Lie G̃′. By
density of the enveloping algebras, all maps are equivariant for the adjoint action

of G̃′0 � G′0. Pick g̃′i ∈ G̃′0 for i = 1, 2 such that π(g̃′i) = gi in G′0. From δg1 ?m
′
r
∼=

δg2 ? m
′
r as Ur(g

′)-modules we deduce that δg̃′1 ? m
′
r
∼= δg̃′2 ? m

′
r as Ur(g̃

′)-modules.

Hence, as (G̃
′
)der is simply connected, we deduce (g̃′1)−1g̃′2 ∈ H̃ ′mQ̃′0. Applying π

we obtain g−1
1 g2 ∈ H ′mQ′0 ∩G and we conclude as before.

We can now complete the proof of Theorem A.1.

Proof of Theorem A.1(iii). In the proof of [OS14b, Proposition 3.7] an Iwahori–
Bruhat decomposition is used. Here we temporarily forget our choice of G0 and P0
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above and can use any special point x (e.g. the one above). Let Gx over OL denote
the (connected smooth) parahoric group scheme of [BT84], with generic fiber G.

Let I0 be the Iwahori that is the inverse image under G0 := Gx(OL)→ Gred
x (kL) of

Bx, where Bx is the minimal parabolic defined by Φ+ in the reductive quotient Gred
x

of Gx ×OL kL. (By [BT84], S extends to OL, Sx × kL is a maximal split torus of

Gred
x and the root system of (Gred

x , Sx× kL) is naturally a subset of that of (G,S).)
Then we get an Iwahori–Bruhat decomposition G0 =

∐
w∈W/WI

I0ẇ(P ∩G0) using

the argument of [AHHV17, §IV.5].
For the proof of [OS14b, Theorem 4.5] we define G0, P0, H = H−H+, Hm =

H−,mH+,m as in the proof of Theorem A.13. The proof of [OS14b, Theorem 4.5]
(and [OS15, Theorem 5.8]) then proceeds just as before, except that we apply
Theorem A.13 instead of [OS14b, Theorem 4.7]. �
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[FdL99] Christian Tobias Féaux de Lacroix, Einige Resultate über die topologischen Darstel-

lungen p-adischer Liegruppen auf unendlich dimensionalen Vektorräumen über einem
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[Paš22] Vytautas Paškūnas, On some consequences of a theorem of J. Ludwig, J. Inst. Math.

Jussieu 21 (2022), no. 3, 1067–1106. MR 4404133

[PR06] Gopal Prasad and Andrei S. Rapinchuk, On the existence of isotropic forms of semi-
simple algebraic groups over number fields with prescribed local behavior, Adv. Math.

207 (2006), no. 2, 646–660. MR 2271021
[Roc09] Alan Roche, The Bernstein decomposition and the Bernstein centre, Ottawa lectures

on admissible representations of reductive p-adic groups, Fields Inst. Monogr., vol. 26,
Amer. Math. Soc., Providence, RI, 2009, pp. 3–52. MR 2508719

[Rod73] François Rodier, Whittaker models for admissible representations of reductive p-adic
split groups, Harmonic analysis on homogeneous spaces (Proc. Sympos. Pure Math.,

Vol. XXVI, Williams Coll., Williamstown, Mass., 1972), Amer. Math. Soc., Provi-
dence, R.I., 1973, pp. 425–430. MR 0354942
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